
.... ··· 1 JJ 
~~ 

Chief, Environmental Enforcement Section 
Environment and Natural Resources Division 
U.S. Department ofJustice 
Box 7611 Ben Franklin Station 
Washington, DC 20044-7611 

Air and Radiation Division 
EPA Region 5 
77 W. Jackson Blvd (AE-17J) 
Chicago, IL 60604 
Attn: Compliance Tracker 

Office of Region Counsel 
EPA Region 5 
77 W. Jackson Blvd (C-14J) 
Chicago, IL 60604 

July 30, 2010 

Vertellus'" 

RE: DOJ No. 90-5-2-1-09022 

To Whom It May Concern: 

Vertellus Agriculture & Nutrition Specialties LLC 
Indianapolis Indiana 
Compliance Status Report 

Vertellus Agriculture & Nutrition Specialties LLC (Vertellus) respectfully submits the 
enclosed Compliance Status Report as required in Section VII. Reporting Requirements of the 
Consent Decree between the United States of America and Vertellus, Civil Action No. 1 :09-cv-
1030 SEB-TAB. 

If you have any questions, please contact me at 317-248-6511. 

Cc: John Jones, Vertellus 

~~~ 

Anne Frye, Vertellus 
Constantinos Loukeris, EPA 
Deboraha Carlson, EPA 
David Harrison, IDEM (via email) 

Responsible Care' 
GooaChemistryot Work 

Sincerely, 

Vertellus Agriculture & Nutrition Specialties LLC 
1500 S Tibbs Avenue 

Indianapolis, IN 46242-0912 
Phone: 317-247-8141 www.verte!lus.com 
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1. Purpose 

The Enhanced LDAR Program (ELP) required by the Consent Decree (CD) with the U.S. 

Environmental Protection Agency (EPA), Civil Action No. 1:09-cv-1030 SEB-TAB as Lodged 

on August 21, 2009 and Effective December 1, 2009 (CD), requires Vertellus Agriculture & 

Nutrition Specialties LLC (Vertellus) to submit this Compliance Status Report by July 31st of 

each year until termination of the CD. The following sections of the report are as outlined in 

paragraph 61. 

2. The Number of Personnel Assigned to LDAR Functions at the Facility and the Percentage 

of Time Each Person Dedicated to Performing His/Her LDAR Functions 

The following table includes the persons at the facility having a role in the LDAR program 

as described in the Facility-Wide LDAR Document and the percentage of time dedicated to 

LDAR Functions for the following time period: 

Effective Date December 1, 2009 through June 30, 2010 

Role % Time Dedicated to LDAR Functions 
Env, Health, Safety, and Security Manager 20% 
Environmental Specialist 50% 
Environmental Unit Manager 40% 
Environmental Unit Operator 75% 
Maintenance Manager 20% 
Production Assistant 40% 
Reliability Engineer 20% 
Mechanics 3.5% 
EMSI (LDAR Contractor) 696 man-hours 

Note that the percentage of time dedicated to LDAR functions is only an estimate since 

plant personnel are not required to record or assigu hours to projects/ tasks. 

3. An Identification and Description of any Non-Compliance with the Requirements of 

Section V (Compliance Requirements) 

The applicable sections of the CD are identified here to ensure complete reporting of any 

non-compliance. 

A. Applicability of the Enhanced LDAR Program 

The applicable requirements of the ELP and any federal, state, or local LDAR program are 

identified in the Facility-Wide LDAR document. The facility complies with the most 

stringent requirements. As a part of fhe Third-Party Audit, this information was reviewed 

and it was confirmed that Vertellus is in compliance with the most stringent LDAR 

requirements. 
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B. Facility-Wide LDAR Document 

The Facility-Wide LDAR Document was developed as required within six months of the 

Date of Lodging and includes all of the information identified in paragraph 14 of the CD. 

The document is not a required submittal but was sent to EPA in February 2010. The 

document must be reviewed and updated on an annual basis. Vertellus is in compliance 
with the requirements of this Subsection. 

C. Monitoring Frequencies and Equipment 

The monitoring frequencies by equipment type are identified in the Facility-Wide LDAR 

Document. V ertellus is in compliance with all monitoring frequency requirements. 
Emission Monitoring Service, Inc. (EMSI) initiated the second quarter monitoring in April 

2010. All monitoring data is collected using a data logger and is downloaded to the CLEAR 

LDAR database at least weekly. 

D. Leak Definitions 

The leak definitions by equipment type are identified in the Facility-Wide LDAR Document. 

The leak definitions as identified in the CD were implemented in the second quarter 

monitoring completed by EMSI. 

E. Repairs 

As reported in the semi-annual HON, Pharma, and benzene reports included in Appendix 

A, all repairs were completed within 15 days or the equipment was placed on the Delay of 

Repair List (DORL). Quasi-Directed Maintenance was completed as required in the CD 

with two exceptions noted in Section 5.. For repairs/ replacements completed per the CD, 
see Section 5 of this report. 

F. Delay of Repair (DOR) 

Vertellus complies with the DOR requirements for LDAR. There were no areas on non

compliance for the reporting period. 

G. Equipment Replacement and Improvement Program 

Installing New Valves. The MOC program is described in the Facility-Wide LDAR 

Document under Section 4 (Tracking Program). The MOC program and incorporation of 
the ELF requirements into the piping specifications within the Engineering Guidelines 
ensures that new valves installed to each Covered Process Unit and placed in LDAR service 

are either Certified Low-Leaking Valves or fitted with Certified Low-Leaking Valve 
Packing. 
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List of all Valves in the Covered Process Units. The list of Existing Valves was submitted to 

EPA on May 20, 2010 as required by the CD. 

Replacing or Repacking Valves Found Leaking at or above 250 ppm. For details see section 

5 of this report. 

Replacing or Repacking Valves with a Screening Value between 100 and 250 ppm during the 

First Maintenance Shutdown. Per the definition of First Maintenance Shutdown, this 

activity will occur no sooner that February 2011. 

Installing New Connectors. The MOC program is described in the Facility-Wide LDAR 

Document under Section 4 (Tracking Program). The MOC program and incorporation of 

the ELF requirements into the piping specifications within the Engineering Guidelines 

ensures that best efforts are used to install new connectors that are least likely to leak to each 

Covered Process Unit. 

Replacing or improving c01mectors that leak (Screening Value at or above 250 ppm) two or 

more times in a rolling 24-month period. Per the CD, the leak definitions were applied 

starting with the second quarter monitoring for 2010 (no later than nine months from Date 

of Lodging). As such, only one monitoring event has occurred with no connectors meeting 

this requirement. For the list of connectors that were found leaking during the quarterly 

monitoring, see Section 5 of this report. 

H. Management of Change (MOC) 

T11e MOC program is described in the Facility-Wide LDAR Document under Section 4 

(Tracking Program). The MOC program and incorporation of the ELF requirements into the 

piping specification within the Engineering Guidelines ensures that changes within the 

Covered Units are reviewed for LDAR compliance. 

I. Training 

Completion of training for all employees and contractors responsible for LDAR monitoring, 

maintenance of equipment, repairs, or any other duties generated by the program must be 

completed with one year after Date of Lodging (August 2010). Employee training is 

ongoing and will be completed by August 21, 2010. Annual refresher training will be 

performed. 

J. Quality Assurance/Quality Control 

Daily certifications by the monitoring technician (EMSI) are completed on each day that 

monitoring occurs. These records are kept on-site and reviewed as a part of the quarterly 

audits completed by Vertellus personnel. No areas of non-compliance have been identified. 
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K. LDAR Audits and Corrective Action 

The LDAR Audit Commencement Date was February 19, 2010. The Audit Completion Date 
was June 18, 2010. The Preliminary Corrective Action Plan (CAP) was completed July 18, 
2010. No areas of non-compliance were identified during the audit. There were four items 
of concern noted and actions for those items are identified in the CAP. The schedule in the 
Preliminary CAP includes completion of the actions by August 31,2010. 

The Final CAP will be submitted to EPA no later than September 16, 2010 as required by the 
CD. 

L. Certification of Compliance · 

Within 180 days after the initial LDAR Audit Completion Date, Vertellus shall submit the 
Certification of Compliance as required by paragraph 47. This certification will be 
submitted to EPA no later than December 14, 2010. 

M. Recordkeeping 

Vertellus is in compliance with the recordkeeping requirements of the CD. 

N. Operation and Maintenance of the Plant 41 Incinerator 

See Section 10 of this report. 

4. An Identification of any Problems Encountered in Complying with the Requirements of 
Section V (Compliance Requirements) 

As identified in the Preliminary CAP, four items of concern were identified and actions 
created to resolve the problems encountered. The actions are: 

• ACTION -Complete investigation of equipment in the area of tanks 240, 241, 
250, 251, 252, and 253 

• ACTION- Ensure all applicable tags are in-place 
• ACTION- Ensure EMSI corrects the OELCD category for monitoring frequency 

in the database 

• ACTION-Ensure data is tracked in a consistent manner in the database and 
SAP 

5. The Information Required in Paragraph 37-Equipment Replacement/Improvement 
Report 

Paragraph 37 requires the following information be provided in this report: 

• Actions taken to comply with Subsection G, including identifying each piece of 
equipment that triggered a requirement in Subsection G, the screening value for that 
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piece of equipment, the type of action taken (replacement, repacking, improvement, 

elimination), and the date when action was taken. In Appendix B, is a list of all 

pieces of equipment found leaking and subject to the requirements of Subsection G 

(commencing no later than nine months after Date of Lodging). 

• Identify any required actions that were not taken and explain why. The following 

exceptions are noted: 

o Valve 03127 found leaking on 5/14/10 was not monitored within 24 hours of 

a repair attempt. The repair was completed on a Friday and not monitored 

until the following Monday. This was a communication problem which is 

being addressed by better program controls. 

o Flange 02612.01 found leaking on 6/9/10 was not monitored within 24 hours 

of the final repair-replaced gasket. 

• Identify the schedule for any known, future replacements, repacking, improvements, 

or eliminations. The following valves are due to be replaced: 

o 02845 valve on DORL 

6. A Description of the LDAR Trainings that Have Been Done in Accordance with this 

Consent Decree 

As provided in Section 3 of this report, completion of training for all employees and 

contractors responsible for LDAR monitoring, maintenance of equipment, repairs, or any 

other duties generated by the program must be completed with one year after Date of 

Lodging (August 2010). Employee training is ongoing and will be completed by August 21, 

2010. Annual refresher training will be performed. 

7. Any Deviations Identified in the QA/QC performed under Subsection J of Section V 

(Compliance Requirements) 

As provided in Section 3 of this report, no deviations were identified. 

8. A Summary of LDAR Audit Results including Specifically Identifying all Areas of Non

Compliance 

A copy of the Third-Party Leak Detection and Repair Audit completed by August Mack 

Environmental, Inc. is provided in Appendix C. There were no findings of non-compliance, 

only areas of concern noted. 

9. The Status of all Actions Under any CAP that Was Submitted During the Reporting 

Period 

No CAP was submitted during the reporting period. 
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10. The Documents and Information required under Subsection N of Section V (Compliance 
Requirements) 

The TO Bypass Incident Reports are included in Appendix D. 

Certification Statement and Signature 

I certify under penalty of law that I have examined and am familiar with the information 
submitted in this document and all attachments and that this document and its attachments 
were prepared either by me personally or under my direction or supervision in a manner 
designed to ensure that qualified and knowledgeable personnel properly gather and present 
the information contained therein. I further certify, based on my personal knowledge or on 
my inquiry of those individuals immediately responsible for obtaining the information, that 
the information is, to the best of my knowledge and belief, true, accurate, and complete. 

Site Director 
Bernard Szalkowski 
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APPENDIX A 

SEMI-ANNUAL HON, PHARMA, BENZENE REPORTS 
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CERTIFIED MAIL -7010 0290 0002 0422 5329 

Indiana Department of Environmental Management 
Office of Air Quality 
Compliance and Enforcement Branch 
100 North Senate Avenue 
Mail Code 61-53, IGCN 1003 
Indianapolis, IN 46204-2251 

RE: Semi-Annual Equipment Leak Reports 
Title V Permit 

To Whom It May Concern: 

July 20, 2010 

Vertellus Agriculture & Nutrition Specialties LLC submits these semi-annual equipment leak reports 
as required under condition D.8.37., D.9.10., and D.l1.14. of the modified Title V permit issued April 
30, 2009. The attached report is a summary of the information required in permit conditions 
D.8.37.(a), D.9.10.(a), and D.l1.14.(e) for the period from January 1, 2010 through July 31, 2010. 

If you have any questions, please contact me at (317)247-8141 ext. 6652. 

Sincerely, 
Vertellus Agriculture & Nutrition Specialties LLC 

oJl~ 
D. Gross II 

onmental Specialist . 

Enclosures 
Cc: 
US EPA, Region 5 (w I encl.) 
John Jones- Vertellus Specialties Inc (w I encl.) 
Tamra Kress, Ben Stewart, Marty Megregian- Vertellus Agriculture & Nutrition Specialties LLC (w I encl.) 

Vertelfus Agriculture & Nutrition Specialties LLC 

1500 South Tibbs Avenue 
Indianapolis, IN 45241 

Phone, 317 247 8141 INWW.vertellus.com 



SEMIANNUAL EQillPMENT LEAK REPORT FOR BENZENE 

REPORT PERIOD FROM: 01/01/2010 to 06/30/2010 

PROCESS UNIT: Plant 40 
PERMIT CONDITION: D.9.10. 

PERMIT CONDITION D.9.10.(a)(2)(A) and (Bl -VALVES 1N BENZENE SERVICE 

January 
(I) 0 =NUMBEROFVALVES THAT LEAKS WEREDETECTEDVIAPERM1TCONDITIOND.9.6.(b) 

(2) 0 =NUMBEROFVALVESFOR WHICHLEAKSWERENOTREPAIREDWITHIN 15 DAYS 

February 
(1) 0 =NUMBER OF VALVES THAT LEAKS WERE DETECTED VIA PERMIT CONDITIOND.9.6.(b) 

(2) 0 =!\'UMBER OF VALVES FOR WHICH LEAKS WERE NOT REP AIRED WITHIN 15 DAYS 

March 
(1) 0 =NUMBER OF VALVES THAT LEAKS WERE DETECTED VIA PERMIT CONDITION D.9.6.(b) 

(2) 0 =NUMBER OF VALVES FOR WHICH LEAKS WERE NOT REP AIRED WITHIN 15 DAYS 

April 
(1) 2 =NUMBER OF VALVES THAT LEAKS WERE DETECTED VIA PERMIT CONDITION D.9.6.(b) 

(2) 0 =NUMBEROFVALVESFOR WH!CHLEAKSWERENOTREPAIREDWITHIN 15DAYS 

May 
(1) 0 =NUMBER OF VALVES THAT LEAKS WERE DETECTED VIA PERMIT CONDITION D.9 .6.(b) 

(2) 0 =NUMBER OF VALVES FOR WHICH LEAKS WERE NOT REP AIRED WITHIN 15 DAYS 

June 
(!) 0 =NUMBEROFVALVES THAT LEAKS WEREDETECTEDVIAPERM1TCONDITIOND.9.6.(b) 

(2) 0 =NUMBER OF VALVES FOR WHICH LEAKS WERE NOT REP AIRED WITHIN 15 DAYS 

PERMIT CONDITION D.9.10.(a)C2l(C) and(])}- PUMPS IN BENZENE SERVICE 

~ 
(I) 0 =NUMBER OF PUMPS THAT LEAKS WEREDETECTEDVIAPERMIT CONDITIOND.9.4.(b) 

(2) 0 =NUMBER OF PUMPS FOR WHICH LEAKS WERE NOT REPAIRED WITBJN 15 DAYS 

February 
(!) 0 =NUMBER OF PUMPS THAT LEAKS WERE DETECTED VIA PERMIT CONDITIOND.9.4.(b) 

(2) 0 =NUMBER OF PUMPS FOR WHICH LEAKS WERE NOT REP AIRED WITHIN 15 DAYS 

March 
(1) 1 =NUMBER OF PUMPS THAT LEAKS WERE DETECTED VIA PERi'vfiT CONDITION D.9.4.(b) 

(2) 0 =NUMBEROFPUMPSFOR WHICH LEAKS WERE NOT REPAIRED WITBJN !5DAYS 

April 
(1) 0 =NUMBER OF PUMPS THAT LEAKS WERE DETECTED VIA PERMIT CONDITION D.9.4.(b) 

(2) 0 =NUMBER OF PUMPS FOR WHICH LEAKS WERE NOT REPAIRED WITBJN 15 DAYS 

May 
(1) 0 =NUMBER OF PUMPS THAT LEAKS WERE DETECTED VIA PERMIT CONDITIOND.9.4.(b) 

(2) 0 =NUMBER OF PUMPS FOR WHICH LEAKS WERE NOT REPAIRED WITHIN 15 DAYS 

Jnne 
(!) 0 =NUMBER OF PUMPS THAT LEAKS WERE DETECTED VIA PERMIT CONDITION D.9.4.(b) 

(2) 0 =NUMBER OF PUMPS FOR WHICH LEAKS WERE NOT REP AIRED WITBJN 15 DAYS 

PERMIT CONDITION D.9.10.(a)(2)1E)- DELAY OF REP AIRS 

There was no delay of repairs. 



SEMIANNUAL EQUIPMENT LEAK REPORT FOR BENZENE (cont.) 

REPORT PERIOD FROM: 01/01/2010 to 06/30/2010 
PROCESS UNIT: Plant 40 
PERMIT CONDITION: D.9.10, 

PERMIT CONDITION D.9.10.(a)(3)- PROCESS SHUTDOWN DATES 

1/112010 through 1/4/2010 4/2112010 through 4/22/2010 
2115/2010 throuyh 2118/2010 4/27/2010 through4/30/2010 

3/1/2010 5/112010 through 513/2010 
3/3/2010 through 318/2010 5/15/2010 through 5/17/2010 

PERl\iiT CONDITION D.9.10.(a)(4)- Revisions to items in initial Report 
A revised table of equipment subject to monitoring is provided below. 

6/3/2010 
6/15/2010 
6/2112010 

Process Group Identification Type of Equipment Number of each Equipment Method of Compliance 

Plant 40 Pumps 3 
Monthly leak detection and 

repair program 

Plant40 Valves 56 
Quarterly leak detection and 

repair program 

PERMIT CONDITION D.9.10.Cal(5)- Results of all Performance Testing 
There is no equipment operated under no detectable emissions; tl1erefore results of perlormance testing or monitoring is not 
required. 



SEMIANNUAL EQUIPJ\1ENT LEAK REPORT FOR RON 

REPORT PERIOD FROM: 01101/2010 to 06/30/2010 
PROCESS UNIT: Plant 27 
PERMIT CO:NTIITION: D.8.37. 

Permit Condition D.8.37(a)(2)(i) aod Ciil- VALVES IN GASN APOR & LL SERVICE 
1" Ouarter 2010 
(!) 0 - TIIENUMBEROF LEAKING GAS/VAPOR& LL VALVESDETECfEDVIA63.168(b). 
(2) 0 ~THE PERCENT OF LEAKING GAS!VAPOR&LLSERV!CEVALVESVIA 63.168(e)(1). 

(3) 0 ~ THE PERCENT OF LEAKING GAS/VAPOR & LL SERVICE VALVES VIA 63.168( e )(2). 
(4) 0 ~THE NUMBER OF GASNAPOR&LL VALVES MONITORED. 
(5) 0 ~ THENUMBEROFLEAKlNGGAS!VAPOR& LLVALVESTIIATWERENOTREPAIREDWI11llN 15 DAYS. 

(6) 0 ~ TIIE NUMBER OF NONREP A!RABLE GAS/VAPOR & LL SERVICE VALVES INCLUDED IN(!) 

znd Ouarter 2010 
(I) 10 - THENUMBEROFLEAKINGGAS/VAPOR&LLVALVESDETECTEDVIA63.168(b). 

(2) 0.61% ~THE PERCENT OF LEAKINGGASIVAPOR&LLSERVlCE VALVESVIA63.!68(e)(l). 

(3) 0.81% ~ TIIEPERCENTOF LEAKING GAS/VAPOR&LLSERVlCEVALVESVIA63.168(e)(2). 
(4) 1629 ~ TIIE NUMBER OF GASN APOR & LL VALVES MONITORED. 
(5) 2 ~ TlffiNUMBEROF LEAKING GAS/VAPOR& LL VALVES THAT WERE NOTREPAIREDWITIIIN 15 DAYS.* 

(6) 0 ~ THE NUMBER OF NONREP A!RABLE GAS/VAPOR & LL SERVICE VALVES INCLUDED IN (I) 

Permit Condition D.8.37(a)(2)(iii) and (iv}-PUl\'IPS IN LL SERVICE 
January 

(7) 2 ~ TIIENUMBER OF LEAKING LLPUMPS DETECTED VlA63.163(b)(l) AND 63.163(b)(2). 

(8) 2 ~ THE NUMBER OF LEAKING LL PUMPS DETECTED VIA 63.163(b)(3) 
(9) 5.26% ~ THE PERCENT OF LEAKING LL SERVlCE PUMPS AS CALCULATED BY 63.!63(d)(4). 
(!0) 4.39% ~ THE PERCENT OF LEAKING LL SERVlCE PUMPS AS CALCULATED BY 63.163(d)(2). 

(11) 38 ~TIIENUMBEROFLLPUMPSMONITORED. 

(12) 0 ~THE NUMBER OF LEAKINGLLPUMPS THATWERENOTREPAIREDWITIIIN 15 DAYS. 

February 
(7) 0 e=. THE NUMBER OF LEAKINGLLPUMPS DETECTED VlA63.163(b)(I)AND 63.163(0)(2). 

(8) I ~THE NUMBER OF LEAKING LL PUMPS DETECTED VlA63.!63(b)(3) 
(9) 0.00% ~ THE PERCENT OF LEAKING LL SERVJCE PUMPS AS CALCULATED BY 63.!63(d)(4). 
(!0) 3.51% ~ THE PERCENT OF LEAKING LLSERVICEPUMPS AS CALCULATED BY 63.!63(d)(2). 

(11) 38 ~ THENUMBEROFLLPUMPSMONITORED. 
(12) 0 ~ THENUMBEROFLEAKINGLLPUMPSTIIATWERENOTREPAIREDWITHIN 15DAYS. 

March 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 

April 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 

Mav 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 

0 ~THE NUMBER OF LEAKING LLPUMPS DETECTEDVIA63.163(b)(I)AND 63.163(b)(2). 
4 ~THE NUMBER OF LEAKING LLPUMPS DETIICTEDVIA63.163(b)(3) 

0.0% ~ THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.163(d)(4). 
2.19% ~THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.163(d)(2). 
38 ~ THE NUMBER OF LL PUMPS MONITORED. 
I ~ THE NUMBER OF LEAKING LL PUMPS THAT WERE NOT REP AIRED WITHIN 15 DAYS.* 

2 ~ TIIE NUMBER OF LEAKING LL PUMPS DETECTED VIA63.163(b)(1)AND 63.163(b)(2). 

0 ~THE NUMBER OF LEAKING LLPUMPS DETECTED VIA63.163(b)(J) 
4.88% ~ THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.163(d)(4). 

2.13% - TIIE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.163(d)(2). 
41 ~THE NUMBER OF LLPUMPS MONITORED. 
1 ~ TIIE NUMBER OF LEAKING LL PUMPS TIIAT WERE NOT REP AJRED WITHIN 15 DAYS.* 

3 ~ TIIE NUMBER OF LEAKING LLPUMPS DETECTED VIA63.!63(b)(I)AND 63.163(b)(2). 
1 ~ TIIE NUMBER OF LEAKING LL PUMPS DETECTED VlA63.163(b)(3) 
7.32% ~THE PERCENT OF LEAKING LL SERVJCEPUMPS AS CALCULATED BY 63.163(d)(4). 
2.91% ~THE PERCENT OF LEAJGNG LL SERVICE PUMPS AS CALCULATED BY 63.163(d)(2). 
41 ~ THE NUMBER OF LL PUMPS MONITORED. 
0 ~ THE NUMBER OF LEAKING LL PUMPS TIIAT WERE NOT REP AIRED WITHIN 15 DAYS. 

*See delay of repair explanations. 



SEMIANNUAL EQUIPMENT LEAK REPORT FOR HON (Cont.) 

REPORT PERIOD FROM: 01/01/2010 to 06/30/2010 
PROCESS UNIT: Plant 27 
PERMIT CONDITION: D.8.37. 

Permit Condition D.8.37(a)(2)(iiil and (iv}:-PUMPS IN LL SERVICE (cont.) 
June 

= THE NUMBER OF LEAKING LL PUMPS DETECTED VIA63.163(b)(l) AND 63.163(b)(2). (7) 
(8) 
(9) 
(10) 
(11) 
(12) 

I =THE NUMBER OF LEAKING LLPUMPSDETECTED VIA63.163(b)(3) 
2.44% = THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.163(d)(4). 
3.32% = THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.163(d)(2). 
41 = THENUMBEROFLLPUMPSMONITORED. 
0 = THE NUMBER OF LEAKING LL PUMPS THAT WERE NOf REPAIRED WITHIN 15 DAYS. 

40 CFR 63.173 AGITATORS IN LL SERVICE 
January 

(13) 0 
(14) 0 
(15) 1 
(16) 0 

February 
(13) 0 
(14) 0 
(15) 1 
(16) 0 

March 
(13) 0 
(14) 0 
(15) 1 
(16) 0 

April 
(13) 0 
(14) 0 
(15) 3 
(16) 0 

May 
(13) 0 
(14) 0 
(15) 3 
(16) 0 

June 
(13) 0 
(14) 0 
(15) 3 
(16) 0 

= THE NUMBER OF LEAKING LL AGITATORS DETECTED VIA 63.173(a) 
= THENUMBEROFLEAKINGLLAGITATORSDETECTEDVIA63.167(b) 
= THE NUMBER OF LL AGITATORS MONITORED. 
=THE NUMBER OF LEAKING LLAGITATORS TilATWERENOTREPAIREDWITillN 15 DAYS. 

=THE NUMBERO.F LEAKING LLAGITATORS DETECTED VIA63.173(a) 
=TilE NUMBER OF LEAKING LLAGITATORS DETECTED VIA63.167(b) 
= THE NUMBER OF LL AGITATORS MONITORED. 
= THE NUMBER OF LEAKING LL AGITATORS TilAT WERE NOT REPAIRED WITHIN 15 DAYS. 

=THE NUMBER OF LEAKING LLAGITATORS DETECTED VIA63.173(a) 
= THE NUMBER OF LEAKING LL AGITATORS DETECTED VIA 63.167(b) 
= THE NUMBER OF LL AGITATORS MONITORED. 
= THE NUMBER OF LEAKING LL AGITATORS THAT WERE NOT REP AIRED W1THlN 15 DAYS. 

~ THENUMBEROFLEAKINGLLAGITATORSDETECTEDVIA63.173(a) 
= THE NUMBER OF LEAKING LL AGITATORS DETECTED VIA 63.167(b) 
= THE NUMBER OF LL AGITATORS MONITORED. 
= THENUMBEROFLEAKINGLLAGITATORS TilATWERENOTREPAIREDWITHIN 15 DAYS. 

= THE NUMBER OF LEAKING LL AGITATORS DETECTED VIA 63.!73(a) 
= THE NUMBER OF LEAKING LLAGITATORS DETECTED VIA 63.167(b) 
= THE NUMBER OF LL AGITATORS MONlTORED. 
= THE NUMBER OF LEAKING LL AGITATORS THAT WERE NOT REP AIRED WlTHlN 15 DAYS. 

= THE NUMBER OF LEAKING LL AGITATORS DETECTED VIA 63.173(a) 
= THE NUMBER OF LEAKING LL AGITATORS DETECTED V.TA 63.167(b) 
= THE NUMBER OF LL AGITATORS MONITORED. 
= THE NUMBER OF LEAKING LL AGITATORS THAT WERE NOT REP AIRED WITHIN 15 DAYS 

Permit Condition D.8.37(a)(2)(v) and (vi) CO!'<'NECTORS IN GASIV APOR & LL SERVICE 
(17) 4 ~ THE NUMBER OF LEAKING GASN APOR & LL CONNECTORS DETECTED VIA 63.174(a). 

(18) 0.25% = THE PERCENT OF LEAKING GASN APOR & LL SERV.TCE CONNECTORS VIA 63.174(i)(2). 
(19) 6891 = THE NUMBER OF GASN APOR & LL CONNECTORS MONITORED. 
(20) 9 =THE NUMBER OF LEAKINGGASNAPOR&LLCONNECfORS THATWERENOTREPAIREDWITHIN 15 DAYS.* 
(21) 0 =THE NUMBER OF NONREP AIRABLE GASN APOR & LLSERVICE CONNECTORS INCLUDED IN (17). 

*See delay of repair explanations. 



SEMIANNUAL EQUIPMENT LEAK REPORT FOR HON (Cont.) 

REPORT PERIOD FROM: 01/01/2010 to 06/30/2010 

PROCESS UNIT: Plant 27 
PERMIT CONDITION: D.8.37. 

Permit Condition D.8.37(a)(2)(viil- DELAY OF REPAIRS 
There were nine connectors that were put on a delay of repair list because they are part of the process operations and required 

a shutdown to fix or they were taken out of HAP service. There was one valve that put on a delay of repair list because 

replacement parts were not available v,lj_thin the 5/15 day repair timeframes. There was one pump that required a process 

shutdown because the tank had to be emptied so that the shaft on the pump could be realigned by laser sight. There <.vas one 

pump and one valve not repaired within the 5/15 days, however they were taken out of HAP service and will be repaired 

prior to putting back in service. 

Pennit Condition D.8.37(a)(2)(vili)- MONITORING RESULTS FOR 63.164(i), 63.165(a), and 63.172(!) 

40 CFR 63.164(i), 63.165(a), and 63.172(£) are not applicable at this time. 

Permit Condition D.837(a)(2)(ix) 
Monthly monitoring under D.ll.(b)(l)(i) is not required at this time. A quality improvement program under40 CFR 63.175 

or 63.17 6 is uot being initiated at this time. 

·Permit Condition D.8.37(a)(2)(x) 
Monitoring of connectors that have been opened or had the seal broken will be done in accordance withD.8.16.(c)(l)(ii). 

This does not apply to connectors that are repaired in accordance with D.8.16.(d). 

Permit Condition D.8.37(a)(3l 
A revised table of equipment subject to monitoring and their monitoring frequencies is provided below. 

Process Group Identification Type of Equipment Number of each Equipment Method of Compliance 

Plant27 Pumps 41 
Monthly leak detection and 

repair program 

Plant27 Valves 1629 
Quarterly leak detection and 

repair program 

Plant27 Agitators 3 
Monthly leak detection and 

repair program 

Plant 27 Connectors 6891 
Semi-Annual leak detection 

and repair program 



SEMIANNUAL EQUIPMENT LEAK REPORT FOR PHARt¥1A MACT 

REPORT PERIOD FROM: 01/01/2010 to 06/30/2010 
PROCESS UNIT: Plant 41 
Permit Condition: D.! L14.(e) 

63.1255(h)(3)(ii)(A) & (B)-VALVES IN GAS/VAPOR & LL SERVICE 
1" Ouarter 2010 
(1) 0 ~TilE NUMBER OF LEAKING GAS/VAPOR &LL VALVES DEIECTED VIA63.1255(e)(3), 
(2) 0.0% ~ TilE PERCENT OF LEAKING GASNAPOR & LL SERVICE VALVES AS CALCULATED VIA 63.1255(e)(6). 
(3) 0 ~ TilE NUMBER OF GASN APOR & LL VALVES MONITORED. 
(4) 0 ~ THENUMBEROFLEAKINGGASNAPOR&LL VALVESTilATWERENOTREPAIREDW!THIN 15 DAYS, 
(5) 0 ~ TilE NUMBER OF NONREP AIRABLE GASN APOR & LL SERVICE VALVES INCLUDED IN (I). 

2'' Quarter 20 I 0 
(1) I ~ TilE NUMBER OF LEAKING GASN APOR & LL VALVES DEIECTED VIA 63.1255(e)(3). 
(2) 0.13% ~THE PERCENT OF LEAKING GAS/VAPOR & LL SERVICE VALVES AS CALCULATED VIA63.1255(e)(6). 
(3) 383 ~ TilE NUMBER OF GASN APOR & LL VALVES MONITORED. 
(4) 0 ~ THE NUMBER OF LEAKING GAS/VAPOR & LL VALVES TilAT WERE NOT REP AIRED WITHIN 15 DAYS. 
(5) 0 ~ TilE NUMBER OF NONREP AIRABLE GASN APOR & LL SERVICE VALVES INCLUDED IN(!). 

63.1255(e)(5)(vi)(A) 
There were no valve reassignments this reporting period. 

63.1255(e)(5)(vi)(B) 
%Vw=0.13% 

63.1255fh)(3)(iil(C) & fDl- PUMPS IN LL SERVICE 
January 
(6) 0 
(7) 0 
(8) 0% 
(9) 6 
(10) 0 
February 

~THE NUMBER OF LEAKING LLPUMPS DETECTED VIA 63.1255(c)(2)(i)AND (c)(2)(ii)(B). 
= THE NUMBER OF LEAKING LL PUMPS DETECTED VIA 63.1255(c)(2)(iii) 
~ THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.1255(c)(4)(iv). 
~ TilE NUMBER OF LL PUMPS MONITORED. 
~THE NUMBER OF LEAKING LLPUMPS THAT WERE NOT REPAIRED WITHIN 15 DAYS. 

(6) I ~TilE NUMBER OF LEAKING LLPUMPS DETECTED VIA 63.1255(c)(2)(i)AND (c)(2)(ii)(B). 
(7) 0 ~ THE NUMBER OF LEAKJNG LL PUMPS DETECTED VIA63.1255(c)(2)(iiQ 
(8) 16.67% ~ THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63, 1255( c)( 4 )(iv). 
(9) 6 ~ THE NUMBER OF LL PUMPS MONITORED. 
(10) 0 ~ THE NUMBER OF LEAKING LL PUMPS THAT WERE NOT REPAIRED WITHIN 15 DAYS. 

March 
(6) 0 
(7) 0 
(8) 0% 
(9) 6 
(10) 0 
April 

= THE NUMBER OF LEAKING LL PUMPS DETECTED VIA 63.1255(c)(2)(i) AND (c)(2)(ii)(B). 
~ THE NUMBER OF LEAKING LL PUMPS DETECTED VIA 63. 1255(c)(2)(iii) 
~ THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.1255(c)(4)(iv). 
~ THE NUMBER OF LL PUMPS MONITORED. 
~ THE NUMBER OF LEAKING LL PUMPS THAT WERE NOT REP AIRED WITHIN 15 DAYS. 

= THE NUMBER OF LEAKING LL PUMPS DETECTED VIA 63.1255(c)(2)(i)AND (c)(2)(ii)(B). (6) 
(7) 
(8) 
(9) 
()0) 
May 

I ~ THE NUMBER OF LEAKING LL PUMPS DETECTED VIA 63.1255(c)(2)(iii) 
8.33% ~ THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.!255(c)(4)(iv). 
12 ~ THE NUMBER OF LL PUMPS MONITORED. 
0 ~ THENUMBEROFLEAKING LLPUMPS THATWERENOTREPAIRED WITHIN 15 DAYS. 

(6) 0 
(7) I 
(8) 0% 
(9) 12 
(10) 0 

~ THE NUMBER OF LEAKING LL PUMPS DETECTED VIA 63.1255(c)(2)(i) AND (c)(2)(ii)(B). 
~ THE NUMBER OF LEAKING LL PUMPS DETECTED VIA 63.1255(c)(2)(iii) 
THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.1255(c)(4)(iv). 
~ THE NUMBER OF LL PUMPS MONITORED. 
~ THENUMBEROFLEAKING LLPUMPSTHAT_WERENOTREPAlRED WITHIN 15 DAYS. 



SEMIANNUAL EQUIPMENT LEAK REPORT FOR PHARJ\1A MACT (CONT.) 

REPORT PERIOD PROM: 01/0!/2010 to 06/30/2010 
PROCESS UNIT: P1ant41 
Permit Condition: D.l2.15.(e) 

63.1255(h)(3)(ii)(C) & (D)- PUMPS IN LL SERVICE (cont.) 
June 

(6) ~ THE NUMBER OF LEAKING LLPUMPS DETECTED VIA 6J.1255(c)(2)(i) AND (c)(2)(ii)(B). 

(7) 1 ~THE NUMBER OF LEAKING LL PUMPS DEI'ECTED VIA 63.1255(c)(2)(iii) 

(8) 8.33% ~ THE PERCENT OF LEAKING LL SERVICE PUMPS AS CALCULATED BY 63.1255(c)( 4)(iv). 

(9) 12 ~THE NUMBER OF LLPUMPS MONITORED. 

(1 0) 0 ~ 1HE NUMBER OF LEAKING LL PUMPS THAT WERE NOT REP AIRED Wl11l!N 15 DAYS. 

63.1255(h)(3)(ii)(C) & (D)- AGITATORS IN LL SERVICE 
J=y 
(11) 0 
(12) 0 
(13) 1 
(14) 0 
February 
(11) 0 
(12) 0 
(13) 1 
(14) 0 
March 
(11) 0 
(12) 0 
(13) 1 
(14) 0 

Ami1 
(11) 0 
(12) 0 
(13) 1 
(14) 0 
May 
(11) 0 
(12) 0 
(13) 1 
(14) 0 
June 
(Jl) 0 
(12) 0 
(13) 1 
(14) 0 

~ THE NUMBER OF LEAKING LLAGITATORS DETECTED VIA 63.1255(c)(2)(i) AND (c)(2)(ii)(A). 

~ THE NUMBER OF LEAKING LL AGITATORS DEfECTED VIA 63.1255(c)(2)(iii). 

~ THENUMBEROFLLAGITATORSMONITORED 

= 1HENUMBEROF LEAKING LLAGITATORS THAT WERE NOT REPAIRED WITHIN 15 DAYS. 

= THE NUMBER OF LEAKING LLAGITATORS DETECTED VIA 63.1255(c)(2)(i) AND (c)(2)(ii)(A). 

~ 1HE NUMBER OF LEAKING LLAGITATORS DEfECTED VIA 63.1255(c)(2)(iii). 

~ THE NUMBER OF LL AGITATORS MONITORED 

= THE NUMBER OF LEAKING LL AGITATORS 1HAT WERE NOT REP AIRED WITHIN 15 DAYS. 

= 1HE NUMBER OF LEAKING LLAGITATORS DEfECTED VIA 63.1255(c)(2)(i) AND (c)(2)(ii)(A). 

= 1HE NUMBER OF LEAIGNG LLAGITATORS DJ;lTECTED VIA 63.1255(c)(2)(iii). 

~ THE NUMBER OF LL AGITATORS MONITORED 

=THE NUMBER OF LEAKING LLAGITATORS THATWERENOTREPAIRED WITHIN 15 DAYS. 

= THE NUMBER OF LEAKING LL AGITATORS DETECTED VIA 63.1255(c)(2)(i) AND (c)(2)(ii)(A). 

~ THE NUMBER OF LEAKING LLAGITATORS DEfECTED VIA 6H255(c)(2)(iii). 

= 1HE NUMBER OF LL AGITATORS MONITORED 
~ THENUMBEROFLEAIGNGLLAGITATORSTHATWERENOTREPAIRED WITHIN 15 DAYS. 

=THE NUMBER OF LEAKING LL AGITATORS DETECTED VIA 63.1255(c)(2)(i) AND (c)(2)(ii)(A). 

~ THE NUMBER OF LEAKING LL AGITATORS DETECTED VIA 63.1255( c )(2)(iii). 

= THE NUMBER OF LL AGITATORS MONITORED 

~THE NUMBER OF LEAKING LLAGITATORS THATWERENOTREPAIRED WITHIN 15 DAYS. 

~ THE NUMBER OF LEAKING LL AGITATORS DEfECTED VIA 63.1255(c)(2)(i) AND (c)(2)(ii)(A). 

=THE NUMBER OF LEAKING LLAG!TATORS DEfECTED V!A63.1255(c)(2)(iii). 

~ 1HENUMBEROFLLAG!TATORS MONITORED 

=THE NUMBER OF LEAKING LLAGITATORS THATWERENOTREPAIRED WITBJN 15 DAYS. 

63.1255Chlf3lfii)(El & (F)- COMPRESSORS 
There are no compressors in HAP service. Therefore this section is not. applicable. 

63.1255(h)(3)(ii)(G) & (H) -CONNECTORS IN GASN APOR & LL SERVICE 
(15) 4 -THE NUMBER OF LEAKING GASN APOR & LL CONNECTORS DETECTED VIA 63.1 74(a)(l) and (2). 

(16) 0.21% ~ THE PERCENT OF LEAKING GASN APOR & LL SERVICE CONNECTORS AS CALCULATED BY 63. 174(i). 

(17) 1902 ~ THE NUMBER OF GASN APOR & LL CONNECTORS MONITORED. 

(18) 0 ~ THE NUMBER OF LEAKING GASIV APOR & LL CONNECTORS THAT WERE NOT REP AIRED WITHIN 15 DAYS. 

(19) 0 ~ THE NUMBER OF NONREP AIRABLE GASN APOR & LL SERVICE CONNECTORS INCLUDED IN (15). 

63.1255(h)(3)(ii)ffi- DELAY OF REPAlRS 
There was no delay of repairs. 



SEMIANNUAL EQUIPMENT LEAK REPORT FOR PHARMA MACT (CONT.) 

REPORT PERIOD FROM: 01/0112010 to 06/30/2010 
PROCESS UNIT: Plant 41 
Permit Conditi.on: D.l2.15.(e) 

63.1255(l!)(3)(ii)(J) MONITORING RESULTS FOR 63.164(i), 63.165(a), and 63.!72(f) 

40 CPR 63.164(i), 63.165(a), and 63.172(±) are not applicable at this time. 

63,1255(h)(3)(ii)(K)- INITIATION OF A MONTHLY MONITORING PROGRAM UNDER 63.1255(c)(4)(ii) or 

63.1255( e)( 4)(i) 
A monthly monitoring program under 63.1255(c)(4)(ii) or 63.1255(e)(4(i) is not required at this time. 

63.1255(h)(3lCiilCLl- CHANGE IN CONNECTOR MONITORING PER 63.174Ccl 

Monitoring of connectors that have been opened or had the seal broken will be done in accordaoce with 63.174.(c)(l)(ii). 

This does not apply to connectors ihat are repaired in accordaoce with D.ll.4. 

63.1255(h)(3)(iii) 
This requirement is not applicable at this time, since V ertellus does not operate any batch processes. 

63.1255(h)(3)(iv) 
A revised table of equipment subject to monitoring and iheir monitoring frequencies is provided below. 

Process Group Identification Type of Equipment Nnmber of each Equipment Method of Compliance 

Plant41 Pnmps 12 
Monthly leak detection and 

repair pragnnn 

Plant 41 Valves 383 
Quarterly leak detection and 

repair program 

Plant41 Agitators 1 
Monthly leak detection and 

repair prognnn 

Plant41 Connectors 1902 
Semi-Annual leak detection 

and repair program 
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Page 122 ofl31 
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INDIANA DEPARTMENT OF ENVIRONMENTAL 
MANAGEMENT 

Source Name: 
Source Address: 
Mailing Address: 
Part 70 Permit No.: 

OFFICE OF AIR QUALITY 
AND 

City of Indianapolis 
Office of Environemental Services 

PART700PERATINGPERMIT 
CERTIFICATION 

V ertellus Agriculture & Nutrition Specialties LLC 
1500 South Tibbs Avenue, Indianapolis, Indiana 46242 
1500 South Tibbs Avenue, Indianapolis, Indiana 46242 
T097-7552-00315 

This certification shall be included when submitting monitoring, testing reports/results 
or other documents as required by this permit. 

Please check what document is being certified: 

Annual Compliance Certification Letter 

Test Result (specify) 

X Report (specify) 1st Semi-Annual Eguipment Leak Report 

Notification (specifY) 

Affidavit (specify) 

Other (specify) 

I certifY, that based on info~~n ~ief formed after reasonable inquiry, the statements and 

information in the docuwent e tru ccurate, and complete. 

Signature: /// / 
Printed Nan{e: :BefnaM1.,.Dz)llli:owski > 
Title/Position: Site Manager 
Phone: 317-247-8141 ext. 6401 
Date: July 20, 2010 
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Leak Data for Compliance Status Report July 201 O.xlsx 
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Leak Data for Compliance Status Report July 201 O.xlsx Detailed Leak Summary 
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07/16/101 start-up 

05/21/10 
repair during shutdown with remonitor on 

07/16/101 start-up 

04/19/10 

05/03/10 

05/04/10 

05/22/10 

0§1<8/10 

06/28/10 

06/29/10 

OS/21/JO 

OS/24/10 

OS/21/10 

OS/25/10 

05/14/10 

05/25/10 

05/25/10 

I 
repair during shutdown with remonitor on 

07/16/10 start-up 
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27-PYRID 102112.01 ITK-262 IPLUG 

27-PYRID 102132 ITK-262 ]FLANGE 

27-PYRID 102138 ITK-262 IVENT 

27-PYRID ]02138 ITK-262 ]VENT 

27-PYRID I021S6 IPP-032 ISIGHTGLASS 

27-PYRID I021S6 IPP-032 ISIGHTGLASS 

27-PYRID 102218.01 IPP001A/B ]FlANGE 

27-PYRID ]02218.02 ]PPOO~ ]FlANGE 

27-PYRID 102370 IPP 002A/B I PUMP SEAL 

27-PYRID 102370 IPP 002A!B I PUMP SEAL 

27-PYRID 102370 IPP 002A!B I PUMP SEAL 

27-PYRID 102371 IPP 002A/B I PUMP SEAL 
SCREWED 

27-PYRID lo2437.o4 IMT-620.212 !coNNECTOR 
SCREWED 

27-PYRID 102437.04 IMT-620.212 ]CONNECTOR 
SCREWED 

27-PYRID 102437.07 IMT-620.212 !coNNECTOR 
SCREWED 

27-PYRID lo2437.07 IMT-620.212 !coNNECTOR 

27-PYRID 102444.06 IMT-620.212 ICAP 

27-PYRID 102459.01 ]MT-620.212 ]FLANGE 

27-PYRID I024S9.01 IMT-620.212 IFLANGE 
VALVE 

27-PYRID lo2s11 IPP-624.1S9A I PACKING 

27-PYRID 102612.01 ITK2S4 FLANGE 

27-PYRID 102612.01 ITK254 FLANGE 

27-PYRID 102622.04 loo622.242 ICAP 

27-PYRID 102667 

27-PYRID ]02691 

VALVE 
loo622.270a !PACKING 

VALVE 
/oo622.270a /PACKING 

05/20/10 368 

OS/20/10 800 

05/2Q/IO 13000 

OS/20/10 13000 

OS/23/10 603 

OS/23/10 603 

05/23/10 679 

05/23/10 620 

04/28/10 24S3 

04/28/10 2453 

06/01/10 VSBL 

OS/11/10 2449 

OS/26/10 9130 

OS/26/10 9130 

OS/26/10 37S 

OS/26/10 37S 

06/01/10 11200 

06/01/10 12400 

06/01/10 12400 

06/04/10 6SIVSBL 

06/09/10 790 

06/09/10 790 

06/09/10 1686 

06/10/10 2476 

06/10/10 627 

05/25/10 05/25/10 4ITIGHTEN PLUG IRPD 

OS/2S/IO OS/2S/IO 90]TIGHTEN FLANGE IRPD 
OTHER (SPECIFY IN 

05ffiDO o~~illO 13000ICOMMENT.:;l IOPN 
ENVIRONMENTALLY 

OHS S/2S/IO OS/26/10 SIREMOVED HYDRO SERVI !OHS 

OS/27/10 OS/27/10 819ISEALJOB IOPN 

0§£03/10 06/0JL!O 4IREPLACE SIGHT GLASS IRPD 
OTHER {SPECIFY IN 

05/27/10 05/27/10 6]COMMENTS) IRPD 

05/27/10 05/27/10 6] REPlACE GASKET I RPD 

OS/02/10 05/03/10 2453IWORK ORDER IOPN 

OS/04/10 OS/OS/10 SOl REPLACE VALVE STEM IRPD 

06/02/10 06/02/10 10IADJUST SEAL IRPD 

OS/14/10 OS/14/10 SIADJUST SEAL IRPD 

DOR S/26/10 OS/26/101 13600lTIGHTEN CONNECTOR lS/D 

06/30/10 
ENVIRONMENTALLY 

07/16/101 7lREMOVED HYDRO SERVI IRPD 

DOR S/26/10 051261101 286lTIGHTEN CONNECTOR lS/D 

06/30/10 
ENVIRONMENTALLY 

07/16/101 slREMOVED HYDRO SERVI IRPD 

06/04/10 06/04/101 24ITIGHTEN CAP IRPD 

O__M)3/10 06/Q1L10! 32767]SEALJOB ]OPN 

07/09/10 
ENVIRONMENTALLY 

07/16/101 3SlREMOVED HYDRO SERVI IRPD 

06/09/10 06/09/101 4IWASH SEAL IRPD 

06/11/10 06/11/10 715]TIGHTEN FlANGE OPN 

06/1S/10 06/21/10 S]REPLACE GASKET RPD 

06/11/10 06/11/10 9ITIGHTEN CAP RPD 

06/11/10 06/11/10 142ITIGHTEN PACKING RPD 

06/11/10 06/11/10 54/TIGHTEN PACKING RPD 
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05/2j[10 

05/25/10 

05/24/10 

06/04/10 

05/27/10 

06/03/10 

05/27/10 

05/27/10 

OS/03/10 

05/0S/10 

06/02/10 

05/14/10 

06/10/10 
repair during shutdown with remonitor on 

07/16/10 lstart-uo 

06/10/10 
repair during shutdown with remonitor on 

07 /16/!0lstart-uo 

06/04/10 

06/04/10 

07/16/10ion DORLand remonitored on start-uo 

06/09/10 

06/11/10 

06/21/lO!remonitor not within 24 hrs 

06j1l}JO 

06llli10 

06/11/10 
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PACKING 
VALVE 
PACKING 

I VALVE 
PACKING 

lm7Q4.18 1622.242 !HATCH 

lm7Q4.18 1622.242 !HATCH 

I 
VALVE 

lo2s45 IPP622.102 PACKING 
VALVE 

lozs93 lrP622.04sB PACKING 

I VALVE 
l211sG ITK-262 PACKING 

VALVE 
I2118G PACKING 

!
VALVE 

l2514c IMT620.251 PACKIN§.. 

!
VALVE 

l2514c IMT620.2S1 PACKING 
TUBING 

lo3S74 lrr 30BA ' 

lo3S74 lrr 30SA 

lo3574 lpp 308A 

lo3574 IPP 308A 

lo3794 IPP 604A 

lo3852 MT 607 

lo3852 IMT 607 

l?a_IITTI T 101082 IMT 069 

TUBING 

TUBING 

TUBING 

•liMP <:;F~ 

l

AG!! AI UK 
SEAL 
'IU!If\IVI 

I sEAL 
I VALVE 

129-UTILI lo1237.02 IMr 066 I HATCH 

loooz4.01 IMT-600.211 IHATCH 

lnnm.:; n~; IMT-finn ?n !HATCH 

lnnm<: n.:; IMT-hnn ?1".! I HATCH 

06/10/10 663 

06125110 6976 

06/25/11 291 

06/7S/11 1042 

06/7S/11 1042 

Ofi/71 440 

06/21/10 499 

05/23/11 32100 

05123110 32100 

1060 

1060 

956 

956 

956 

956 

05/11/10 1263 

975 

975 

n4/J1ttnl 19800 

31900 

10200 

10200 

lvssL 
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041".!011 

05/13/10 05/13/10 

05/13/10 

05/14/10 

05/14/10 

05/11/10 05/11/10 

04/21/101 04121110 

06/11/101 ()fi/11/11 
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~PACKING IOPN 

~ PACKING loPN 

In FAN/II IRE VALVE STEM !oPN 

I REPlACE VALVE IRPD 

" PACKING loPN 

5I REPlACE VALVE IRPo 

1556ITIGHTEN CONNECTOR loPN 
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) HYDRO SERVI loHS 

lorN 
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I P~CKING loPN 

1: II PACKING IRPD 
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<41RFPI All: GASKET IRPD 

.QhQIRFPI Ar!;; GASKET lorN 

IJ HATCH IRPD 

valve replaced on 6/13/10-no quasi
directed maintenance requirement (EMSI 

06 21 10 monitored new valve 

Oh/11/11 

05/13/10 

05/14/1( 

05114110 

04/30/1( 

05/11/1( 

()<;f?Fil 

04171 /1( 

06/08/1( 

06/08/10 

06/11 /1{ 

I on DORL 

,-.ir t date y recorded 

!
valve replaced on 7/6/10-no quasi
directed maintenance requirement (EMSI 

d new valve) 
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41-CYANO 100044 PP-213A 

41-CYANO 100044 PP-213A 

41-CYANO 100051 PP-2138 

41-CYANO 100060 PP-213C 

41-CYANO !00060 PP-213C 

41-CYANO 100164 PP-006D 

41-CYANO 100171 PP-006C 

41-CYANO 100175.01 IPP-006C 

41-CYANO 100175.01 IPP-006C 

41-CYANO 100194.01 IPP-006C 

41-CYANO 100194.01 IPP-006C 

41-CYANO 100194.01 IPP-006C 

41-CYANO 100213 IPP-010A 

41-CYANO 100269.05 IM5-6 

41-CYANO 100269.05 IMS-6 

41-CYANO 100269.05 IMS-6 

PUMP SEAL 

PUMP SEAL 

PUMP SEAL 

PUMP SEAL 

PUMP SEAL 

PUMP SEAL 

PLUG 

SCREWED 

CONNECTOR 

SCREWED 
CONNECTOR 

FlANGE 

FLANGE 

FlANGE 

PUMP SEAL 
SCREWED 
CONNECTOR 

SCREWED 

CONNECTOR 

SCREWED 

CONNECTOR 

41-CYANO 101712 IPP-600.02X !PUMP SEAL 

SCREWED 

41-CYANO 101718.03 IMT-600.12 I coNNECTOR 

41-CYANO 103924 

41-CYANO 103924 

VALVE 
PP-600.002 !PACKING 

VALVE 
PP-600.002 I PACKING 
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06/01/10 30700IVSBL 06/03/10 06/04/10 

06/QillO 30700IVSBL 0§[07[10 06/07/10 

05/17/10 VSBL 0~[20/10 02/20/10 

04/21/10 687IVSBL 0412'IL10 04/24/10 

04/21/10 687IVSBL 05/04/10 05/05/10 

06/23/10 689 06/27/10 06/28/10 

04/21/10 769 04/23/10 04/23/10 

0§/Q_WO 2880 0§/04[10 O.§LQ1/10 

06/02/10 2880 06[08/10 06/08/10 

06/02/10 581 06/04/10 06/04/10 

06/02/10 581 06/08/10 06/08/10 

06/02/10 581 06/11/10 06/11/10 

06/29/10 VSBL 06/29/10 06/29/10 

06/02/.10 17500 06/04/10 O§/.Q1/10 

06/QWO 17500 06/08/lO 06/08/10 

06/02/10 17500 06/11/10 06/11/10 

04/22/10 3872 0';[27/10 04/27/10 

06/24/10 2631 06/29/10 06/?9/10 

05/11/10 1868 05/14/10 05/14/10 

05/11/10 1868 05/17/10 05/18/10 
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ENVIRONMENTALLY 
21 REMOVED HYDRO SERVI I OPN 

5I REPLACE VALVE STEM IRPD 

4!REPLACE VALVE STEM IRPD 

25000IREPLACE VALVE STEM IOPN 

16ITIGHTEN CONNECTOR IRPD 

3IREPLACE VALVE STEM IRPO 

SITIGHTEN PLUG IRPD 

TIGHTEN SCREWED 

619ICONNECTOR loPN 

3IREPLACE VALVE IRPD 

739ITIGHTEN FLANGE IOPN 

ENVIRONMENTALLY 
50IREMOVED HYDRO SERVI IOPN 

116ITIGHTEN FLANGE 
OTHER (SPECIFY IN 

5I COMMENT.>)_ 
TIGHTEN SCREWED 

RPD 

RPD 

163oolcoNNECTOR loPN 
ENVIRONMENTALLY 

3IREMOVED HYDRO SERVI IDPN 

TIGHTEN SCREWED 

15!CONNECTOR !RPD 

5I REPLACE VALVE STEM 

TIGHTEN SCREWED 
111!CONNECTOR 

1598!CLEAN VALVE 

3!TIGHTEN PACKING 

RPD 

RPD 

OPN 

RPD 

06/04/10 

06j[)JJJO 

05/20/10 

04/24/10 

05/05/10 

06/28/10 

04/23/10 

06/04/10 

06/08/10 

06/04/10 

06/08/10 

06/11/10 

06/29/10 

06/04/10 

06/08/10 

06/11/10 

04/27/10 

06/29/10 

05/14/10 

05/18/10 
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LEAK DETECTION 
AND REP AIR AUDIT 

VERTELLUS AGRICULTURE & NUTRITION 
SPECIALTIES LLC 

INDIANAPOLIS, INDIANA 
AUGUST MACK PROJECT NUMBER JJ0942.250 

INTRODUCTION 

August Mack Environmental, Inc. (August Mack) has completed the 2010 third-party 

Leak Detection and Repair (LDAR) audit at the Vertellus Agriculture & Nutrition 

Specialties LLC (Vertellus) facility located in Indianapolis, Indiana. The LDAR audit 

was performed to comply with the requirements set forth in the Consent Decree (CD) 

with the United States Environmental Protection Agency (USEP A), Civil Action No. 

1:09-cv-1030 SEB-TAB as lodged on August 21, 2009 and effective December 1, 2009. 

The third-party LDAR Audit Commencement Date was February 19, 2010. Audit 

activities were completed with the issuance of this final report on June 18, 2010. 

As required by Section K of the CD, Vertellus must retain a third-party to conduct an 

LDAR audit once every twelve months. Each LDAR audit shall include: 

• A review of compliance with all applicable LDAR requirements; 

• A review of whether any pieces of equipment are not included in the LDAR 

program that are required to be included; 

• Verification that equipment was monitored at the appropriate frequency; 

• Verification that proper documentation and sign-offs have been recorded for 

equipment placed on the Delay of Repair (DOR) list; 

• Confirm that all repairs have been completed within the required periods; 

• A review of monitoring data and equipment counts for feasibility and unusual 

trends; 

• Verification that proper calibration records and monitoring instrument 

maintenance information are maintained; 



• Verification that other LDAR program records are maintained as required; and, 

• Comparative monitoring and calculation of comparative monitoring percentages 

and ratios. 

The comparative monitoring portions of the 2010 audit apply to Covered Equipment in 

Plant 27, as required by the CD. The LDAR regulations review applies to the facility

wide LDAR program and the remaining portions of the CD apply to the Covered 

Process Units (Plant 27 and Plant 41). Comparative monitoring of Covered Equipment 

in Plant 41 will be performed in the 2011 third-party audit. In addition to Plant 27 and 

Plant 41, the Vertellus LDAR program also consists of the Utilities Plant (Plant 29), the 

Vinylpyridine (VP) Plant (Plant 40), the Wheeler Plant/Spec Chern (Plant 47) and 

Amino Pyridine (AP) Plant (Plant 48). 

LDAR REGULATIONS REVIEW 

The various process mtits (plants) at the Vertellus facility are subject to multiple LDAR 

regulations. As required by the CD, monitoring frequencies specified by the CD come 

into force no later than nine months after the Date of Lodging and thus are effective 

starting in May 2010. Table 1 identifies each of the plants to which LDAR regulations 

apply and lists the applicable LDAR requirements. 

TABLE1 
Process Unit LDAR Applicability 

, 'H''I "s ,0 , ,~~rtc::_ ,&~0'''~~ , • 
: DC~\~ iJ.t!l 1;' '," f • i\('"licilile~mmBeQ:~~ems "'~''1 1 

l',n)\1 "'"< 
_ l ~ 1 i c , IU II I o k 

Plant27 40 CFR Part 63, Subpart H (HON); Consent Decree 
Plant29 40 CFR Part 264/265, Subpart BB 
Plant40 40 CFR Part 61, Subpart J; 40 CFR Part 265, Subpart BB 
Plant41 40 CFR Part 63, Subpart GGG (Pharma); Consent Decree 
Plant47 40 CFR Part 265, Subpart BB 
Plant48 40 CFR Part 265, Subpart BB 
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Vertellus has incorporated into the facility-wide LDAR program the requirements of the 

various applicable LDAR regulations. By incorporating the Enhanced LDAR 

requirements of the CD as well as the requirements of HON; Pharma; 40 CFR Part 61, 

Subpart J; and 40 CFR Part 264/265, Subpart BB into the facility-wide LDAR program, 

Vertellus ensures compliance with all applicable LDAR regulations. A review of the 

LDAR regulations listed in Table 1 as compared to the facility-wide program was 

completed and August Mack confirmed that Vertellus has identified the most stringent 

requirements that apply to each process unit and equipment type. The Vertellus LDAR 

database has been populated with the regulatory leak definitions and the periodic 

monitoring frequency for each equipment type subject to LDAR regulations. 

QA/QC REQUIREMENTS REVIEW 

In accordance with the CD, August Mack reviewed compliance with Quality Assurance 

and Quality Control (QA/QC) requirements as described in Subparagraphs 41.a 

through 41.g. Each item was reviewed as described below. Subparagraph 41.h is not 

required to be reviewed as part of the third-party audit. 

Inclusion in LDAR Program 

As required by CD Subparagraph 41.a, August Mack reviewed whether any pieces of 

equipment that are required to be in the LDAR program are not included in the LDAR 

program. This review was performed at the time of the comparative monitoring. The 

field monitoring technicians identified equipment during the comparative monitoring 

that was not tagged and for which an associated Tag ID could not be identified. The 

items which were noted as not tagged were then reviewed to determine if the 

equipment is required to be included in the Vertellus LDAR program. Several pieces of 

equipment were identified by field monitoring technicians as not being tagged in the 

field. 

3 



Through follow-up reviews of the LDAR database with Vertellus personnel, the 

majority of the pieces of equipment were confirmed as included in the LDAR program. 

According to Vertellus personnel, additional tags have been ordered to ensure that all 

pieces of equipment are tagged as necessary. At the time of this audit report, several 

pieces of equipment in the area of Tanks 240, 241, 250, 251, 252 and 253 were still being 

investigated to confirm their presence in the database. 

Monitoring Frequency 

As required by CD Subparagraph 41.b, August Mack verified that equipment was 

monitored at the appropriate frequency. The monitoring records in the LDAR database 

were reviewed with Emission Monitoring Service, Inc. (EMSI) monitoring teclmicianJoe 

McHugh. A randomly selected sample of database entries for each equipment type was 

reviewed for both Plant 27 and Plant 41 monitoring performed since the lodging of the 

CD. The equipment types reviewed included pumps, agitators, valves, cmmectors, and 

open-ended lines at the closure device (OELCDs). 

In accordance with CD Subparagraph 15.c, pumps in Plant 27 and Plant 41 are required 

to be monitored monthly. Based on the sample of database records for five pumps in 

the Covered Units, pumps are being monitored at the required monthly interval. 

Monitoring as required by the CD began in April2010. 

In accordance with CD Subparagraph 15.c, agitators in Plant 27 and Plant 41 are 

required to be monitored monthly. Based on the sample of database records for two 

agitators, agitators are being monitored at the required monthly interval. Monitoring as 

required by the CD began in April2010. 

4 



In accordance with CD Subparagraph 15.a, valves in Plant 27 and Plant 41 are required 

to be monitored quarterly. Based on the sample of database records for four valves in 

Plant 27, valves are being monitored at the required quarterly interval. Monitoring of 

valves was initiated in the second quarter of 2010. Monitoring of valves in Plant 41 is 

scheduled to be performed in June 2010. 

In accordance with CD Subparagraph 15.b, connectors in Plant 27 and Plant 41 are 

required to be monitored semi-annually. Based on the sample of database records for 

six connectors in Plant 27, connectors are being monitored at the required semi-rumual 

interval. Monitoring of connectors was initiated in the first half of 2010. Monitoring of 

cmmectors in Plant 41 is scheduled to be performed in June 2010. 

In accordance with CD Subparagraph 15.d, OELCDs in Plant 27 and Plant 41 are 

required to be monitored quarterly. Based on the sample of database records for four 

OELCDs (one cap, two plugs, and one blank flange), monitoring of the OELCDs was 

initiated in the second quarter of 2010. Vertellus is in compliance with the monitoring 

requirements of the CD for OELCDs; however, OELCDs are currently categorized as 

"connectors" in the LDAR database. Since the monitoring frequency for connectors is 

semi-annual, the OELCDs will not be flagged as requiring monitoring at tl1e 

appropriate interval. This could result in noncompliru1ce with the CD due to the 

OELCDs not being monitored at the required frequency. 

Delay of Repair 

As required by CD Subparagraph 4l.c, August Mack verified that proper 

documentation and sign-offs have been recorded for all equipment placed on the Delay 

of Repair (DOR) list. Required sign-off documentation from the relevant process unit 

supervisor (or person of similar authority) indicating that the piece of Covered 

Equipment is technically infeasible to repair without a process unit shutdown was 

5 



reviewed for validity. The work orders for the two pieces of equipment currently on 

the DOR list were reviewed and confirmed as having been signed off on by the Process 

Team Leader. 

Periodic monitoring, at the same monitoring frequency as other pieces of equipment of 

the same type, is required for equipment placed on the DOR list. Two connectors (Tag 

ID 03530.1 and Tag ID 03530.10) are currently on the DOR list. Since the monitoring 

frequency for connectors is semi-annual, Vertellus is in compliance with the periodic 

monitoring requirement for connectors on the DOR list given the connectors are 

remonitored by the end of 2010. 

Work orders were reviewed to ensure repair (or replacement, repacking, improvement, 

or elimination, as described in the CD) has been completed on the Covered Equipment 

by the end of the next process shutdown. There have not been any process shutdowns 

since the items were placed on the DOR list; therefore, this requirement does not apply 

at the time of the 2010 third-party audit. The audit did identify that tl1e work orders do 

not reference the unique tag number for connectors. Both of the connectors for which 

work orders were reviewed were identified as Tag ID 03530, where the unique 

cmmector identifier to the right of the decimal was dropped. Furtl1er investigation 

confirmed that the full unique tag number was visible in SAP; however, only the digits 

to the left of the decimal appear on the printed work order. Vertellus personnel had 

begun work on developing a solution prior to the completion of the LDAR audit. In 

addition, for the work orders reviewed, it appeared that information on monitoring had 

been entered into SAP for one of the pieces of equipment; however, only partial 

information had been entered in SAP for the other piece of equipment. Since the LDAR 

database is used to maintain compliance with LDAR requirement, this does not 

represent a specific compliance issue. August Mack recommends that Vertellus ensures 

data is tracked in a consistent manner in both the LDAR database and SAP. 
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Repair Timeframes 

As required by CD Subparagraph 41.d, August Mack verified that repairs have been 

performed in the required periods. Vertellus utilizes an LDAR database that includes 

an indicator on the main menu that identifies the number of open leaks, the number of 

units for which repairs are overdue, the number of units for which repairs are due on 

the current day, the number of units for which repairs are due the following day, and 

the number of units for which repairs are due within two to three days. On the date 

that the database was reviewed, June 2, the database indicated a total of seven (7) leaks 

identified but not yet repaired. None of these were overdue or required a repair 

attempt within the subsequent two days. Additionally, the date of all repair attempts, 

repair methods used, screening values, and DOR information is tracked in the LDAR 

monitoring database and based on the sample of records reviewed, all required 

information appeared to be present. 

LDAR regulations and the CD require that the first attempt at repair must be performed 

no later than 5 days after the leak has been detected. Adherence to this requirement 

was verified through a review of the records in the LDAR database. The database 

review was performed with the EMSI monitoring teclmician and database entries for a 

sample of Covered Equipment identified as leaking were reviewed. The sample 

consisted of equipment at both Plant 27 and Plant 41. For each entry reviewed, the first 

attempt at repair was documented as being performed within five days of the leak 

being detected. 

The final attempt at repair must be performed within 15 days after the leak has been 

detected or the equipment may be placed on the DOR list. During the database review 

with the EMSI monitoring technician, database entries for a sample of Covered 

Equipment identified as leaking was reviewed. The sample consisted of equipment at 

both Plant 27 and Plant 41. For each entry reviewed, the final attempt at repair was 
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completed within 15 days of the leak being detected, with the exception of the two 

connectors (Tag ID 03530.1 and Tag ID 03530.10) placed on the aforementioned DOR 

list. 

Monit01·ing Feasibility and Unusual Trends 

As required by CD Subparagraph 41.e, August Mack reviewed monitoring data and 

equipment counts for feasibility and unusual trends. Detailed monitoring reports were 

reviewed for April 28, May 11, and May 12 of 2010. The monitoring reports provided 

counts of the number of units monitored on each of the monitoring dates and the time 

spent monitoring each of the pieces of equipment. Based on the data reviewed, 38 

points were monitored on April 28; 296 points were monitored on May 11; and 482 

points were monitored on May 12. Given that the maximum number of points 

monitored on a given day was 482 and assuming an 8-hour workday, this equates to 

approximately one minute per monitoring point. Since the time spent on most pieces of 

equipment is typically less than 30 seconds, this count is considered feasible. The audit 

team did not identify any unusual trends in the monitoring. 

Calibration Records and Instrument Maintenance 

As required by CD Subparagraph 41.f, August Mack verified that proper calibration 

records and monitoring instrument maintenance information is maintained. 

Calibration records were reviewed for monitoring performed by EMSI between April19 

and May 29 of 2010. A review of the records indicates that the monitoring equipment 

was calibrated each day prior to initiating monitoring for that day. Calibration records 

are maintained on file by EMSI at the Vertellus facility. Monitoring instrument 

maintenance information was not available for review during the audit. 
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Additional LDAR Program Records 

As required by CD Subparagraph 41.g, August Mack verified that other LDAR program 

records are maintained as required. Documentation of the required quarterly QA/QC 

audits performed by Vertellus was reviewed as part of the third-party audit. First 

quarter records were complete and indicate compliance with the QA/QC requirements 

of the CD. Since the third-party audit was completed during the second quarter, the 

second quarter documentation was not checked for completeness as not all of the 

reviews had been completed by Vertellus. August Mack did verify that the second 

quarter QA/ QC review has been initiated. 

As part of the calibration log review, August Mack also verified that the individual 

calibration logs completed by EMSI for monitoring performed at Vertellus contained all 

required information. All reviewed calibration logs included the daily certification 

statement required by Paragraph 40 of the CD and were signed by the monitoring 

technician. In addition, all calibration logs completed on May 3 and later included 

documentation of the calibration drift assessment performed at the end of each 

monitoring day. In each case the calibration drift assessment indicated a drift of less 

than 10%, which is considered acceptable. 

COMPARATIVE MONITORING 

Comparative Monitoring of Covered Equipment to satisfy the requirement of the 

Vertellus CD, Paragraph 44, was performed by August Mack at Vertellus Plant 27 on 

Tuesday, May 11 through Friday, May 14. Field activities, including equipment 

calibration, monitoring and documentation, were performed by Staff Scientist Eric 

Hunter and Staff Engineer Jordan Eldridge of August Mack. A summary of field 

activities is included as Appendix A. Comparative monitoring equipment calibration 

logs are included as Appendix B. 
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A total of 928 pieces of Covered Equipment in Plant 27 were monitored during the four 

day comparative monitoring period. The equipment monitored consisted of 15 pumps, 

324 valves, 1 agitator, and 588 connectors. This represents approximately 39% of 

pumps, 47% of valves, 100% of agitators, and 19% of connectors in Plant 27 monitored 

as part of the Vertellus LDAR historical monitoring program. Comparative monitoring, 

calculation of a historic average leak percentage and calculation of a comparative 

monitoring leak ratio is not required for OELCDs by the CD during the 2010 audit due 

to the unavailability of historic monitoring data. Comparative Monitoring leak 

percentages determined by August Mack during the 2010 audit are provided in Table 2. 

Comparative monitoring data is included as Appendix C. 

TABLE2 
Plant 27 Comparative Monitoring 

comparative monitoring on OELCDs or calculated a Comparative Monitoring Leak Ratio 
for OELCDs because of tbe unavailability of historic, average leak percentages for 
OELCDs. LDAR audits after the first audit shall include reviewing tbe Facility's 
compliance with tbis ELP. 

For the Covered Process Unit audited during the 2010 third-party LDAR audit (Plant 

27) the historic, average leak percentage from prior monitoring event was calculated for 

each equipment type. This calculation is based on monitoring performed by Vertellus 

during the regular periodic monitoring immediately preceding the comparative 

monitoring. The average number monitored and average number leaking is based on 

the preceding four (4) periods for valves, twelve (12) periods for pumps, twelve (12) 
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periods for agitators, and two (2) periods for connectors. Historic periodic monitoring 

leak percentages determined by Vertellus are provided in Table 3 below. 

TABLE3 
Plant 27 Historic Periodic Monitoring 

*OELCD: In only audit, Vertellus shall not be required to undertake 
comparative monitoring on OELCDs or calculated a Comparative Monitoring Leak Ratio 
for OELCDs because of the unavailability of historic, average leak percentages for 
OELCDs. LDAR audits after the first audit shall include reviewing the Facility's 
compliance with this ELF. 

For each Covered Equipment Type in each Covered Process Unit, the Comparative 

Monitoring Leak Ratio was calculated. The Comparative Monitoring Leak Ratio is the 

ratio of the comparative monitoring leak percentage shown in Table 2 to the historic 

periodic monitoring leak percentage shown in Table 3 for each Covered Equipment 

Type. The Comparative Monitoring Leak Ratio for each equipment type in Plant 27 is 

provided in Table 4 below. 
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TABLE4 
Plant 27 Comparative Monitoring Leak Ratio 

* In the Consent Decree, ratio yields an 
infinite result, it shall be assumed that one leaking piece of equipment was found in the 
process unit through historic monitoring during the 12-month period before the audit 
and the ratio shall be recalculated." 
**OELCD: In oniy the first LDAR audit, Vertellus shall not be required to undertake 
comparative monitoring on OELCDs or calculated a Comparative Monitoring Leak 
Ratio for OELCDs because of the unavailability of historic, average leak percentages for 
OELCDs. LDAR audits after the first audit shall include reviewing the Facility's 
compliance with this ELF. 

In accordance with Consent Decree Subparagraph 46.a "Requirements of a CAP", 

Vertellus is required to include in the preliminary Corrective Action Plan (CAP) all of 

the actions that have been taken or will be taken to address the systemic causes of a 

Comparative Monitoring Leak Ratio of 3.0 or higher. Based on the Comparative 

Monitoring Leak Ratios presented in Table 4, connectors were identified as having a 

Comparative Monitoring Leak Ratio of greater than 3.0. 

SUMMARY OF AUDIT RESULTS 

August Mack completed the on-site portion of the third-party LDAR audit of the 

Vertellus facility on June 2, 2010. With all audit activities being completed June 18, 

2010, prior to the LDAR Audit Completion Date, which is defined in the CD, 

Subparagraph 9.s, as 120 days after the LDAR Audit Commencement Date. A summary 

of the LDAR audit results is provided below. 

• LDAR Regulations Review: No issues were identified with respect to 

application of LDAR regulations in general. Statement of compliance takes into 
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account changes and improvements being actively put into place as a result of 

the CD. 

• QA / QC Requirements Review: 

o August Mack identified several pieces of equipment in Plant 27 that were 

not tagged in the field with LDAR tags. August Mack confirmed with 

Vertellus that many of the untagged pieces of equipment were included in 

the LDAR database, and that they would be tagged. At the time of the 

audit report, several pieces of equipment were still pending confirmation 

with respect to applicability of LDAR requirements and their inclusion in 

the LDAR program. 

o No current issues were identified with respect to monitoring frequency of 

the various equipment types. However, currently Vertellus has OELCDs 

listed in the LDAR database as "connectors". Since connectors have a 

semi-annual monitoring frequency and OELCDs have a quarterly 

monitoring frequency, this could result in insufficient monitoring of the 

OELCDs in the future. August Mack recommends updating the LDAR 

database so that OELCDs are properly categorized. 

o The DOR process in place at Vertellus appears to be in compliance with 

CD and other LDAR requirements. At the time of the audit, the SAP 

database did not print out the full tag number for connectors on the 

printed work orders, despite tracking the number in the database. 

o No issues were identified with respect to repair timeframes at the 

Vertellus facility. The facility appears to be in compliance with CD and 

other LDAR requirements. 

o No issues were identified with respect to monitoring feasibility or unusual 

trends in monitoring or monitoring results. 

o No issues were identified with respect to calibration records for 

monitoring equipment used by Vertellus or contractor persom1el. 
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Instrument maintenance records were not available for review and should 

be maintained on file by V ertellus. 

o No issues were identified with respect to other LDAR program records. 

• Comparative Monitoring: Comparative monitoring resulted in comparable leak 

percentages for valves and agitators as in the historic monitoring performed by 

Vertellus. 

o Pumps were identified as having a higher leak percentage than the 

historic monitoring indicated. Due to the small number of pumps in Plant 

27, the leak percentage is greatly influenced by each leak identified. The 

resulting Comparative Monitoring Leak Ratio was 2.3; however, since the 

Comparative Monitoring Leak Ratio is less than 3.0, inclusion of specific 

corrective actions with respect to pumps is not required in the CAP. 

o Com1ectors were identified as having a higher leak percentage than the 

historic monitoring indicated. The resulting Comparative Monitoring 

Leak ratio was 3.4. Since the Comparative Monitoring Leak Ratio for 

connectors is 3.0 or higher, Vertellus is required to include details of 

corrective actions in the CAP to be developed. V ertellus currently has in 

place an active program to replace and upgrade connectors tl1at are part of 

the facility LDAR program. 
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APPENDIX A 

Summary of Field Activities 



Summary of Field Activities 

Equipment monitoring for the Comparative Monitoring requirement of the Vertellus 

Consent Decree was performed by August Mack at Vertellus Plant 27 on Tuesday, May 

11 through Friday, May 14. Field activities, including equipment calibration, 

monitoring and documentation, were performed by Staff Scientist Eric Hunter and Staff 

Engineer Jordan Eldridge of August Mack. 

Monitoring Equipment 

A Thermo Scientific TV A-1000B (FID) was used for the onsite monitoring. The FID was 

calibrated using zero-air and methane-in-air span gases at 100 ppm, 500 ppm and 5,000 

ppm (0.5%) concentrations. Daily calibration of the FID was performed each day prior 

to comparative monitoring activities using the zero-air and the three span gases. 

Calibration was recorded on the calibration log by field persom1el. The calibration 

performed on Friday, May 14 was performed, but not recorded on the log; however, the 

record of calibration was downloaded from the TV A-1000B data-logger and has been 

included to supplement the calibration log. 

At the end the monitoring day, a calibration drift check was performed using a span gas 

and documented in the field book. The calibration drift check on May 11 was 

performed using the 500 ppm methane in air and resulted in a reading of 480 ppm, a 

drift of 4%. The calibration drift check on May 12 was performed using the 100 ppm 

methane-in-air and resulted in a reading of 110 ppm, a drift of 10%. The calibration 

drift check on May 13 was not documented by field personnel but provided a 

measurement that was sufficiently close to the calibration gas concentration that the 

personnel determined the FID was reading accurately. On May 14 the FID hydrogen 

fuel ran out after completion of the monitoring, but prior to field personnel being able 

to complete the calibration drift check. No calibration drift check was performed on 

May14. 



Monitoring Methodologlj 

Prior to initiating monitoring in an area of Plant 27, monitoring personnel recorded 

background VOC concentrations at least six (6) feet away from the equipment to be 

monitored for leaks. Background concentrations of VOCs were approximately 3.0 - 4.0 

ppm in the process areas. Actual background VOC concentrations were documented in 

the field manual for background measurements taken in significantly different locations 

or when the background concentration was identified as having changed significantly. 

In cases where tl1e background concentration was within the drift of the TV A-lOOOB 

when moving between pieces of equipment to be monitored, the background was 

assumed to be unchanged from tl1e previous documented background concentration. 
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Comparative Monitoring Calibration Logs 
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AUGUST MACK ENVIRONMENTAL, INC. 

DAILY CALIBRATION LOG 

CALIBRATION: DATE S//1 /Jo TIME q:oo <l vV> 

. ' 

CALIBRATING TECHNICIAN 5-,c_ f..f.v,1J.ev 

CALIBRATION GASES 

Used for Cal. I Expires I Lot #IParHf 

I Zero-Air ;::: il I May-2013 I 0-013-82 I P1002 

I 100 ppm Methane in Air [l..f I 811612012 I 925073 1 1 04060oo 

I 500 ppm Methane in Ail" £1~ I May-2013 I 9-344-62 I J1971500PA 

I 5,000 ppm Methane in Air IE~~ I 5/612014 l FAK-lSOA-5000 I 35-5000A-17L 

END OF DAY CALIBRATION CHECK 

Reading Technician 
FID Used: Thermo-Scientific TV A-1000B 

I Zero-Air 

I 100 ppm Methane in Air 

I 500 ppm Methane in Air 4'3 D onvv< i::f-1 
' 

I 5,000 ppm Methane in Air 



AUGUST MACK ENVIRONMENTAL, INC. 

DAILY CALIBRATION LOG 

CALIBRATION: DATE f/IJ./Io TIME 
r' 

(,'If t.JW! 
I 

CALIBRATING TECHNICIAN Er, 'L Hvll l-e r 

CALIBRATION GASES 

Used for Cal. I Expires I Lot#/Part# 

I Zero-Air ~~~ I May-2013 I 0-013-82/ Pl002 

l 100 ppm Methane in Air Eli I 8/16/2012 I 925073/10406000 

l 500 ppm Methane in Air t::.t-1 I May-2013 I 9-344-62 I J1971500P A 

I 5,000 ppm Methane in Air £t~ I 5/6/2014 I FAK-lSOA-5000 I 35-5000A-17L 

END OF DAY CALIBRATION CHECK 

Reading Technician 
FID Used: Thermo-Scientific TV A-lOOOB 

I Zero-Air 

I 100 ppm Methane in Air )ID DOW' [ i-/ 
I I 

I 500 ppm Methane in Air 

I 5,000 ppm Methane in Air 



AUGUST MACK ENVIRONMENTAL, INC. 

DAILY CALIBRATION LOG 

CALIBRATION: DATE fJ/!3/Io TIME 
I I 

15.'00 O.W1 

CALIBRATING TECHNICIAN Ent;_ /~v"!fev 

CALIBRATION GASES 

Used for Cal. I Expires I Lot# /Part# 

I Zero-Air ,;L-t I May-2013 I 0-013-82 I PI 002 

I 100 ppm Mefuane in Air 61~ I 8/16/2012 I 925073 /10406000 

I 500 ppm Methane in Air f_ l·f I May-2013 I 9-344-62/ J1971500P A 

I 5,000 ppm Mefuane in Air [;(+ I 5/6/2014 I FAK-150A-5000 I 35-5000A-17L 

END OF DAY CALIBRATION CHECK 

Reading Technician 
FID Used: Thermo-Scientific TV A-lOOOB 

I Zero-Air 

I 100 ppm Mefuane in Air 

I 500 ppm Mefuane in Air 

I 5,000 ppm Methane in AiT 



CALIBRATION DATA 
VER= 1. 00 

FID CALIBRATION: 

CALIB KNOWN 
TYPE CDNC 

----------
ZERO 0.00 PPM 
SPAN1 100.00 PPM 
SPAN2 500 PPM 
SI'AN3 0.50 % 

END 

caldata6-7-10.txt 

CALIS MEASURED 
DATE/TIME CALIB VALUE 

------------------- -------------------------
14 MAY 10 09 30:29 3642 COUNTS OK 
14 MAY 10 09 32:32 17863 COUNTS OK 
14 MAY 10 09 34:15 73917 COUNTS OK 
14 MAY 10 09 37:39 730906 COUNTS OK 

Page 1 



APPENDIXC 

Comparative Monitoring Data 



voc DATA FlO FlO EQUIP 

DATE TIME TAG BACKGROUND CONCENTRATION TYPE 

11 MAY 10 10:35:58 2027 3 PPM OK 3.2 PPM OK v 
11 MAY 10 10:46:19 2028 3 PPM OK 2.69 PPM OK v 
11 MAY 10 10:48:57 2029 3 PPM OK 3.07 PPM OK v 
11 MAY 10 10:51:33 2030 3 PPM OK 3.4 PPM OK v 
11 MAY 10 10:56:38 2036 3 PPM OK 3.44 PPM OK v 
11 MAY 10 11:09:52 20428 3 PPM OK 2.61 PPM OK c 
11 MAY 10 11:21:24 2055A 3 PPM OK 3.02 PPM OK c 
11 MAY 10 11:23:12 2056A 3 PPM OK 2.75 PPM OK c 
11 MAY 10 11:24:49 20568 3 PPM OK 2.66 PPM OK c 
11 MAY 10 11:28:58 2047A 3 PPM OK 3.17 PPM OK c 
11 MAY 10 11:32:04 2049A 3 PPM OK 3.69 PPM OK c 
11 MAY 10 11:33:38 20498 3 PPM OK 2.74 PPM OK c 
11 MAY 10 11:42:33 2003A 3 PPM OK 3.02 PPM OK c 
11 MAY 10 11:44:44 20038 3 PPM OK 3.01 PPM OK c 
11 MAY 10 11:46:13 2003 3 PPM OK 2.65 PPM OK v 
11 MAY 10 11:48:17 2004 3 PPM OK 2.81 PPM OK v 
11 MAY 10 11:50:22 2006 3 PPM OK 2.55 PPM OK v 
11 MAY 10 11:52:55 2014 3 PPM OK 2.98 PPM OK v 
11 MAY 10 11:54:23 2014A 3 PPM OK 3.25 PPM OK c 
11 MAY 10 11:55:44 20148 3 PPM OK 2.53 PPM OK c 
11 MAY 10 11:57:33 2012 3 PPM OK 2.6 PPM OK v 
11 MAY 10 11:58:41 2011 3 PPM OK 2.75 PPM OK v 
11 MAY 10 12:02:01 2013A 3 PPM OK 3.18 PPM OK c 
11 MAY 10 12:02:57 20138 3 PPM OK 2.66 PPM OK c 
11 MAY 10 12:04:02 2013( 3 PPM OK 2.45 PPM OK c 
11 MAY 10 12:09:21 2020 3 PPM OK 10.77 PPM OK p 

11 MAY 10 12:12:35 2020A 3 PPM OK 2.62 PPM OK c 
11 MAY 10 12:13:50 20208 3 PPM OK 3.4 PPM OK c 
11 MAY 10 12:15:46 2018 3 PPM OK 3.09 PPM OK v 
11 MAY 10 12:17:16 2018A 3 PPM OK 2.89 PPM OK c 
11 MAY 10 12:18:15 20188 3 PPM OK 2.85 PPM OK c 
11 MAY 10 13:43:38 2091 3 PPM OK 3.05 PPM OK p 

11 MAY 10 13:45:45 2096 3 PPM OK 2.73 PPM OK c 
11 MAY 10 13:46:56 2096A 3 PPM OK 1.96 PPM OK c 
11 MAY 10 13:48:42 2099 3 PPM OK 2.94 PPM OK v 
11 MAY 10 13:49:51 2099A 3 PPM OK 3.01 PPM OK c 
11 MAY 10 13:51:09 20998 3 PPM OK 3.05 PPM OK c 
11 MAY 10 13:54:01 2090 3 PPM OK 2.11 PPM OK c 
11 MAY 10 13:55:22 2090A 3 PPM OK 2.53 PPM OK c 
11 MAY 10 13:58:08 2089 3 PPM OK 2.67 PPM OK v 
11 MAY 10 14:00:47 2084 3 PPM OK 2.84 PPM OK v 
11 MAY 10 14:02:03 2084A 3 PPM OK 2.98 PPM OK c 
11 MAY 10 14:03:15 20848 3 PPM OK 2.96 PPM OK c 
11 MAY 10 14:04:49 2083 3 PPM OK 2.65 PPM OK v 
11 MAY 10 14:05:46 2083A 3 PPM OK 2.61 PPM OK c 
11 MAY 10 14:06:49 20838 3 PPM OK 2.54 PPM OK c 
11 MAY 10 14:09:06 2079 3 PPM OK 3.12 PPM OK v 
11 MAY 10 14:14:45 2079A 3 PPM OK 48.57 PPM OK c 
11 MAY 10 14:17:10 20798 3 PPM OK 4.09 PPM OK c 
11 MAY 10 14:19:23 2080 3 PPM OK 3.35 PPM OK v 
11 MAY 10 14:24:56 2067A 3 PPM OK 4.37 PPM OK c 



11 MAY 10 14:26:15 20678 3 PPM OK 3.56 PPM OK c 
11 MAY 10 14:28:00 2067 3 PPM OK 3.99 PPM OK v 
11 MAY 10 14:29:41 2067C 3 PPM OK 4.36 PPM OK c 
11 MAY 10 14:30:56 20670 3 PPM OK 23.52 PPM OK c 
11 MAY 10 14:34:01 2066 3 PPM OK 6.04 PPM OK v 
11 MAY 10 14:35:39 2066A 3 PPM OK 5.57 PPM OK c 
11 MAY 10 14:36:52 20668 3 PPM OK 5.18 PPM OK c 
11 MAY 10 14:41:18 2110 3 PPM OK 4.64 PPM OK v 
11 MAY 10 14:42:28 2111 3 PPM OK 4.97 PPM OK v 
11 MAY 10 14:43:38 2109 3 PPM OK 4.76 PPM OK v 
11 MAY 10 14:44:42 2108 3 PPM OK 4.56 PPM OK v 
11 MAY 10 14:51:22 2172 3.68 PPM OK 4.14 PPM OK v 
11 MAY 10 14:53:41 2172A 3.68 PPM OK 3.8 PPM OK c 
11 MAY 10 14:54:57 21728 3.68 PPM OK 3.91 PPM OK c 
11 MAY 10 14:56:16 2172C 3.68 PPM OK 4.11 PPM OK c 
11 MAY 10 14:57:42 2171 3.68 PPM OK 3.75 PPM OK v 
11 MAY 10 14:59:19 2171A 3.68 PPM OK 3.85 PPM OK c 
11 MAY 10 15:00:13 21718 3.68 PPM OK 3.8 PPM OK c 
11 MAY 10 15:00:59 2171C 3.68 PPM OK 3.92 PPM OK c 
11 MAY 10 15:03:48 2169 3.68 PPM OK 3.96 PPM OK v 
11 MAY 10 15:05:24 2169A 3.68 PPM OK 4.05 PPM OK c 
11 MAY 10 15:07:27 2170 3.68 PPM OK 4.05 PPM OK v 
11 MAY 10 15:08:42 2170A 3.68 PPM OK 3.89 PPM OK c 
11 MAY 10 15:10:20 21708 3.68 PPM OK 3.71 PPM OK c 
11 MAY 10 15:13:39 2221 3.68 PPM OK 3.12 PPM OK v 
11 MAY 10 15:14:37 2221A 3.68 PPM OK 3.25 PPM OK c 
11 MAY 10 15:15:36 22218 3.68 PPM OK 3.67 PPM OK c 
11 MAY 10 15:17:36 2216 3.68 PPM OK 3.62 PPM OK v 
11 MAY 10 15:18:34 2216A 3.68 PPM OK 3.72 PPM OK c 
11 MAY 10 15:19:33 22168 3.68 PPM OK 3.96 PPM OK c 
11 MAY 10 15:20:57 2214 3.68 PPM OK 3.58 PPM OK p 

11 MAY 10 15:23:55 2173 3.68 PPM OK 3.3 PPM OK v 
11 MAY 10 15:25:26 2173A 3.68 PPM OK 3.34 PPM OK c 
11 MAY 10 15:26:22 21738 3.68 PPM OK 3.36 PPM OK c 
11 MAY 10 15:27:21 2178 3.68 PPM OK 3.32 PPM OK c 
11 MAY 10 15:29:24 2179 3.68 PPM OK 3.14 PPM OK v 
11 MAY 10 15:30:22 2179A 3.68 PPM OK 2.78 PPM OK c 
11 MAY 10 15:41:50 21798 3.68 PPM OK 53.19 PPM OK c 
11 MAY 10 15:43:58 2186 3.68 PPM OK 7.68 PPM OK v 
11 MAY 10 15:47:04 2185 3.68 PPM OK 8.11 PPM OK v 
11 MAY 10 15:49:42 2184 3.68 PPM OK 7.79 PPM OK v 
11 MAY 10 15:50:40 2184A 3.68 PPM OK 7.28 PPM OK c 
11 MAY 10 15:51:55 21848 3.68 PPM OK 6.95 PPM OK c 
11 MAY 10 16:00:17 2297 3.68 PPM OK 6.55 PPM OK p 

11 MAY 10 16:02:47 2313 3.68 PPM OK 7.74 PPM OK p 

11 MAY 10 16:04:07 2319 3.68 PPM OK 7.52 PPM OK v 
11 MAY 10 16:05:32 2318 3.68 PPM OK 7.29 PPM OK v 
11 MAY 10 16:06:52 2299 3.68 PPM OK 7.52 PPM OK v 
11 MAY 10 16:08:22 2301 3.68 PPM OK 6.77 PPM OK v 
11 MAY 10 16:09:12 2302 3.68 PPM OK 6.55 PPM OK v 
11 MAY 10 16:10:26 2302A 3.68 PPM OK 6.11 PPM OK c 
11 MAY 10 16:11:18 23028 3.68 PPM OK 6.52 PPM OK c 
11 MAY 10 16:13:14 2306 3.68 PPM OK 6.44 PPM OK v 
11 MAY 10 16:18:24 2314 3.68 PPM OK 6.64 PPM OK v 
11 MAY 10 16:19:17 2315 3.68 PPM OK 6.32 PPM OK v 



11 MAY 10 16:20:17 2317 3.68 PPM OK 6.62 PPM OK v 
11 MAY 10 16:21:14 2318 3.58 PPM OK 6.24 PPM OK v 
11 MAY 10 16:22:07 2319 3.68 PPM OK 5.88 PPM OK v 
11 MAY 10 16:25:27 2329A 3.68 PPM OK 6.41 PPM OK c 
11 MAY 10 16:26:18 23298 3.68 PPM OK 6.01 PPM OK c 
11 MAY 10 16:27:51 2328A 3.68 PPM OK 5.83 PPM OK c 
11 MAY 10 15:29:05 23288 3.68 PPM OK 5.21 PPM OK c 
11 MAY 10 16:29:55 2328C 3.68 PPM OK 6.26 PPM OK c 
11 MAY 10 16:31:57 2339A 3.58 PPM OK 7.35 PPM OK c 
11 MAY 10 16:33:46 2341A 3.68 PPM OK 5.88 PPM OK c 
11 MAY 10 16:34:46 2344A 3.68 PPM OK 5.82 PPM OK c 
12 MAY 10 15:22:09 2266 3.68 PPM OK 0.7 PPM OK v 
12 MAY 10 15:23:07 2266A 3.68 PPM OK 0.62 PPM OK c 
12 MAY 10 15:25:16 2256 3.68 PPM OK 1.16 PPM OK v 
12 MAY 10 15:28:33 2263 3.68 PPM OK 0.92 PPM OK p 

12 MAY 10 15:29:27 2260 3.68 PPM OK 1.44 PPM OK v 
12 MAY 10 15:30:19 2260A 3.68 PPM OK 1.46 PPM OK c 
12 MAY 10 15:31:01 22608 3.68 PPM OK 1.39 PPM OK c 
12 MAY 10 15:33:12 2233 3.68 PPM OK 1.53 PPM OK v 
12 MAY 10 15:34:13 2234 3.68 PPM OK 1.53 PPM OK v 
12 MAY 10 15:35:19 2234A 3.68 PPM OK 1.73 PPM OK c 
12 MAY 10 15:36:06 22348 3.68 PPM OK 2.07 PPM OK c 
12 MAY 10 15:38:19 2244 3.68 PPM OK 1.43 PPM OK p 

12 MAY 10 15:39:17 2241 3.68 PPM OK 1.37 PPM OK v 
12 MAY 10 15:39:59 2245 3.68 PPM OK 0.93 PPM OK v 
12 MAY 10 15:40;40 2246 3.68 PPM OK 1 PPM OK v 
12 MAY 10 15:43:06 2361 3.68 PPM OK 1.31 PPM OK c 
12 MAY 10 15:44:23 2363 3.68 PPM OK 1.78 PPM OK v 
12 MAY 10 15:45:09 2363A 3.68 PPM OK 1.55 PPM OK c 
12 MAY 10 15:45:50 23638 3.68 PPM OK 1.71 PPM OK c 
12 MAY 10 15:48:17 2362 3.68 PPM OK 128 PPM OK v 
12 MAY 10 15:49:27 2362A 3.68 PPM OK 1.72 PPM OK c 
12 MAY 10 15:50:22 23628 3.68 PPM OK 1.64 PPM OK c 
12 MAY 10 15:51:44 2378 3.68 PPM OK 1.4 PPM OK v 
12 MAY 10 15:52:45 2378A 3.68 PPM OK 1.46 PPM OK c 
12 MAY 10 15:53:20 23788 3.68 PPM OK 1.49 PPM OK c 
12 MAY 10 15:54:27 2376 3.68 PPM OK 1.88 PPM OK v 
12 MAY 10 15:55:14 2376A 3.68 PPM OK 1.99 PPM OK c 
12 MAY 10 15:55:52 23768 3.68 PPM OK 1.64 PPM OK c 
12 MAY 10 15:56:42 2375 3.68 PPM OK 1.54 PPM OK v 
12 MAY 10 15:57:56 2380 3.68 PPM OK 1.72 PPM OK v 
12 MAY 10 15:59:13 2380A 3.68 PPM OK 1.78 PPM OK c 
12 MAY 10 15:59:49 23808 3.68 PPM OK 1.33 PPM OK c 
12 MAY 10 16:00:56 2381 3.68 PPM OK 1.45 PPM OK v 
12 MAY 10 16:04:42 2371 3.68 PPM OK 2.36 PPM OK p 

12 MAY 10 16:06;46 2370 3.68 PPM OK 2.93 PPM OK p 

12 MAY 10 16:09:31 2371 3.68 PPM OK 557 PPM OK p 

12 MAY 10 16:11:52 2366 3.68 PPM OK 4.09 PPM OK v 
12 MAY 10 16:12:45 2367 3.68 PPM OK 2.97 PPM OK v 
12 MAY 10 16:13:51 2367A 3.68 PPM OK 2.45 PPM OK c 
12 MAY 10 16:14:46 2365 3.68 PPM OK 2.68 PPM OK v 
12 MAY 10 16:15:52 2365A 3.68 PPM OK 3.54 PPM OK c 
12 MAY 10 16:16:40 23658 3.68 PPM OK 3.92 PPM OK c 
12 MAY 10 16:19:15 2382 3.68 PPM OK 8.1 PPM OK v 
12 MAY 10 16:20:47 2382A 3.68 PPM OK 2.26 PPM OK c 



12 MAY 10 16:21:31 23828 3.68 PPM OK 1.84 PPM OK c 
12 MAY 10 16:24:38 2386 3.68 PPM OK 1.77 PPM OK v 
12 MAY 10 16:25:21 2386A 3.68 PPM OK 1.69 PPM OK c 
12 MAY 10 16:26:20 23868 3.68 PPM OK 2.15 PPM OK c 
12 MAY 10 16:29:02 2392 3.68 PPM OK 1.71 PPM OK v 
12 MAY 10 16:29:56 2392A 3.68 PPM OK 2.11 PPM OK c 
12 MAY 10 16:31:45 23928 3.68 PPM OK 28.48 PPM OK c 
12 MAY 10 16:34:19 2393 3.68 PPM OK 4.82 PPM OK v 
12 MAY 10 16:35:26 2393A 3.68 PPM OK 2.39 PPM OK c 
12 MAY 10 16:36:59 23938 3.68 PPM OK 9.04 PPM OK c 
12 MAY 10 16:38:00 2394 3.68 PPM OK 2 PPM OK v 
12 MAY 10 16:38:47 2394A 3.68 PPM OK 1.91 PPM OK c 
12 MAY 10 16:39:33 23948 3.68 PPM OK 1.65 PPM OK c 
12 MAY 10 16:40:23 2394C 3.68 PPM OK 1.46 PPM OK c 
12 MAY 10 16:43:35 2288 3.68 PPM OK 1.86 PPM OK p 

12 MAY 10 16:45:08 2290 3.68 PPM OK 1.59 PPM OK v 
12 MAY 10 16:45:59 2290A 3.68 PPM OK 2.44 PPM OK c 
12 MAY 10 16:46:36 22908 3.68 PPM OK 2.35 PPM OK c 
12 MAY 10 16:48:04 2292 3.68 PPM OK 1.06 PPM OK v 
12 MAY 10 16:48:48 2291 3.68 PPM OK 0.99 PPM OK v 
12 MAY 10 16:49:41 2291A 3.68 PPM OK 1.28 PPM OK c 
12 MAY 10 16:50:30 2293 3.68 PPM OK 1.32 PPM OK v 
12 MAY 10 16:51:03 2289 3.68 PPM OK 1.28 PPM OK v 
12 MAY 10 16:53:33 2287 3.68 PPM OK 1.4 PPM OK p 

12 MAY 10 16:54:38 2283 3.68 PPM OK 1.28 PPM OK v 
12 MAY 10 16:55:31 2282 3.68 PPM OK 2 PPM OK v 
12 MAY 10 16:56:20 2282A 3.68 PPM OK 1.21 PPM OK c 
12 MAY 10 16:57:07 2280 3.68 PPM OK 1.47 PPM OK v 
12 MAY 10 16:58:03 2285 3.68 PPM OK 1.49 PPM OK v 
12 MAY 10 16:59:11 2281 3.68 PPM OK 1.37 PPM OK v 
12 MAY 10 17:00:07 2281A 3.68 PPM OK 1.45 PPM OK c 
12 MAY 10 17:02:29 22818 3.68 PPM OK 2.26 PPM OK c 
12 MAY 10 17:03:14 2281C 3.68 PPM OK 1.91 PPM OK c 
12 MAY 10 17:03:53 22810 3.68 PPM OK 2.22 PPM OK c 
12 MAY 10 17:07:00 2281E 3.68 PPM OK 1.87 PPM OK c 
12 MAY 10 17:09:31 2269 3.68 PPM OK 1.53 PPM OK p 

12 MAY 10 17:10:31 2273 3.68 PPM OK 1.72 PPM OK v 
12 MAY 10 17:11:40 2273A 3.68 PPM OK 2.29 PPM OK c 
12 MAY 10 17:12:21 22738 3.68 PPM OK 1.78 PPM OK c 
12 MAY 10 17:13:08 2274 3.68 PPM OK 1.75 PPM OK v 
12 MAY 10 17:14:02 2274A 3.68 PPM OK 1.8 PPM OK c 
12 MAY 10 17:14:44 22748 3.68 PPM OK 1.87 PPM OK c 
12 MAY 10 17:15:30 2274C 3.68 PPM OK 1.9 PPM OK c 
12 MAY 10 17:17:51 2270 3.68 PPM OK 1.89 PPM OK v 
12 MAY 10 17:18:59 2267 3.68 PPM OK 1.1 PPM OK v 
12 MAY 10 17:19:56 2268 3.68 PPM OK 1.09 PPM OK v 
12 MAY 10 17:30:11 2590 1.12 PPM OK 0.82 PPM OK v 
12 MAY 10 17:31:44 2590A 1.12 PPM OK 4.69 PPM OK c 
12 MAY 10 17:32:27 25908 1.12 PPM OK 2.26 PPM OK c 
12 MAY 10 17:33:26 2585 1.12 PPM OK 1.96 PPM OK v 
12 MAY 10 17:34:38 2582 1.12 PPM OK 3.3 PPM OK v 
12 MAY 10 17:35:23 2582A 1.12 PPM OK 3.55 PPM OK c 
12 MAY 10 17:36:01 25828 1.12 PPM OK 2.77 PPM OK c 
12 MAY 10 17:36:38 2581 1.12 PPM OK 2.63 PPM OK v 
12 MAY 10 17:38:31 2641 1.12 PPM OK 2.78 PPM OK p 



12 MAY 10 17:39:52 2647 1.12 PPM OK 99.18 PPM OK p 

12 MAY 10 17:41:19 2648 1.12 PPM OK 8.89 PPM OK v 
12 MAY 10 17:42:31 2648A 1.12 PPM OK 3.34 PPM OK c 
12 MAY 10 17:44:59 26488 1.12 PPM OK 24.4 PPM OK c 
12 MAY 10 17:47:05 2655 1.12 PPM OK 3.11 PPM OK v 
12 MAY 10 17:48:32 2655A 1.12 PPM OK 18.04 PPM OK c 
12 MAY 10 17:49:36 26558 1.12 PPM OK 23.67 PPM OK c 
12 MAY 10 17:51:21 2646 1.12 PPM OK 8.66 PPM OK v 
12 MAY 10 17:52:51 2646A 1.12 PPM OK 5.28 PPM OK c 
12 MAY 10 17:53:57 26468 1.12 PPM OK 3.61 PPM OK c 
12 MAY 10 17:55:28 2592 1.12 PPM OK 4.07 PPM OK v 
12 MAY 10 17:56:12 2593 1.12 PPM OK 23.99 PPM OK v 
12 MAY 10 17:58:48 2608 1.12 PPM OK 1.79 PPM OK v 
13 MAY 10 9:35:26 3507 1.12 PPM OK 3.26 PPM OK v 
13 MAY 10 9:36:31 3507A 1.12 PPM OK 4 PPM OK c 
13 MAY 10 9:37:14 35078 1.12 PPM OK 4.21 PPM OK c 
13 MAY 10 9:38:52 3507C 1.12 PPM OK 4.02 PPM OK c 
13 MAY 10 9:40:45 3509 1.12 PPM OK 4.09 PPM OK v 
13 MAY 10 9:41:59 3509A 1.12 PPM OK 4.25 PPM OK c 
13 MAY 10 9:42:53 35098 1.12 PPM OK 4.47 PPM OK c 
13 MAY 10 9:45:07 3512 1.12 PPM OK 3.5 PPM OK v 
13 MAY 10 9:46:00 3512A 1.12 PPM OK 3.74 PPM OK c 
13 MAY 10 9:46:52 35128 1.12 PPM OK 3.98 PPM OK c 
13 MAY 10 9:49:05 3514 1.12 PPM OK 3.78 PPM OK v 
13 MAY 10 9:50:58 3514A 1.12 PPM OK 3.16 PPM OK c 
13 MAY 10 9:51:46 35148 1.12 PPM OK 2,8 PPM OK c 
13 MAY 10 9:52:57 3516 1.12 PPM OK 3.17 PPM OK v 
13 MAY 10 9:53:42 3516A 1.12 PPM OK 3.5 PPM OK c 
13 MAY 10 9:54:31 35168 1.12 PPM OK 3.63 PPM OK c 
13 MAY 10 9:58:23 3277 1.12 PPM OK 4 PPM OK v 
13 MAY 10 9:59:21 3276 1.12 PPM OK 4.08 PPM OK v 
13 MAY 10 10:01:21 3275 1.12 PPM OK 3.6 PPM OK v 
13 MAY 10 10:02:21 3274 1.12 PPM OK 3.46 PPM OK v 
13 MAY 10 10:03:20 3273 1.12 PPM OK 3.54 PPM OK v 
13 MAY 10 10:04:16 3572 1.12 PPM OK 3.9 PPM OK v 
13 MAY 10 10:05:18 3271 1.12 PPM OK 4.12 PPM OK v 
13 MAY 10 10:06:32 3270 1.12 PPM OK 3.4 PPM OK v 
13 MAY 10 10:07:28 3281 1.12 PPM OK 3.64 PPM OK v 
13 MAY 10 10:08:24 3282 1.12 PPM OK 3.74 PPM OK v 
13 MAY 10 10:09:29 3283 1.12 PPM OK 3.3 PPM OK v 
13 MAY 10 10:10:10 3284 1.12 PPM OK 3.46 PPM OK v 
13 MAY 10 10:11:26 3285 1.12 PPM OK 3.67 PPM OK v 
13 MAY 10 10:12:13 3286 1.12 PPM OK 3.91 PPM OK v 
13 MAY 10 10:13:03 3287 1.12 PPM OK 3.72 PPM OK v 
13 MAY 10 10:14:12 3297 1.12 PPM OK 3.5 PPM OK v 
13 MAY 10 10:15:18 3296 1.12 PPM OK 3.88 PPM OK v 
13 MAY 10 10:16:21 3295 1.12 PPM OK 4.38 PPM OK v 
13 MAY 10 10:18:19 3277A 1.12 PPM OK 4.92 PPM OK c 
13 MAY 10 10:19:30 32778 1.12 PPM OK 4.7 PPM OK c 
13 MAY 10 10:20:29 3276A 1.12 PPM OK 4.86 PPM OK c 
13 MAY 10 10:21:27 32768 1.12 PPM OK 4.7 PPM OK c 
13 MAY 10 10:23:17 3273A 1.12 PPM OK 4.73 PPM OK c 
13 MAY 10 10:24:24 32738 1.12 PPM OK 4.65 PPM OK c 
13 MAY 10 10:25:36 3297A 1.12 PPM OK 3.78 PPM OK c 
13 MAY 10 10:26:29 32978 1.12 PPM OK 3.98 PPM OK c 



13 MAY 10 10:27:13 3296A 1.12 PPM OK 3.96 PPM OK c 
13 MAY 10 10:28:07 32968 1.12 PPM OK 4.55 PPM OK c 
13 MAY 10 10:29:15 3295A 1.12 PPM OK 4.24 PPM OK c 
13 MAY 10 10:30:04 32958 1.12 PPM OK 4.48 PPM OK c 
13 MAY 10 10:35:46 3560A 1.12 PPM OK 3.69 PPM OK c 
13 MAY 10 10:36:33 35608 1.12 PPM OK 4.09 PPM OK c 
13 MAY 10 10:37:32 3560( 1.12 PPM OK 4.73 PPM OK c 
13 MAY 10 10:38:35 3562A 1.12 PPM OK 4.45 PPM OK c 
13 MAY 10 10:39:20 35628 1.12 PPM OK 4.59 PPM OK c 
13 MAY 10 10:40:13 3562( 1.12 PPM OK 4.46 PPM OK c 
13 MAY 10 10:41:10 3565A 1.12 PPM OK 4.74 PPM OK c 
13 MAY 10 10:41:58 35658 1.12 PPM OK 3.92 PPM OK c 
13 MAY 10 10:42:47 3565( 1.12 PPM OK 4.13 PPM OK c 
13 MAY 10 11:26:13 3252 1.12 PPM OK 3.26 PPM OK v 
13 MAY 10 11:26:56 3252A 1.12 PPM OK 3.18 PPM OK c 
13 MAY 10 11:27:49 32528 1.12 PPM OK 3.04 PPM OK c 
13 MAY 10 11:29:16 3253 1.12 PPM OK 3.69 PPM OK v 
13 MAY 10 11:30:23 3254 1.12 PPM OK 3.36 PPM OK v 
13 MAY 10 11:31:44 3254A 1.12 PPM OK 3.31 PPM OK c 
13 MAY 10 11:32:21 32548 1.12 PPM OK 3.31 PPM OK c 
13 MAY 10 11:33:57 3255 1.12 PPM OK 3.36 PPM OK v 
13 MAY 10 11:34:37 3255A 1.12 PPM OK 3 PPM OK c 
13 MAY 10 11:35:12 32558 1.12 PPM OK 2.93 PPM OK c 
13 MAY 10 11:35:46 3255C 1.12 PPM OK 2.83 PPM OK c 
13 MAY 10 11:37:07 3256 1.12 PPM OK 3.23 PPM OK v 
13 MAY 10 11:38:01 3256A 1.12 PPM OK 3.54 PPM OK c 
13 MAY 10 11:38:41 32568 1.12 PPM OK 4.05 PPM OK c 
13 MAY 10 11:39:33 3256( 1.12 PPM OK 3.66 PPM OK c 
13 MAY 10 11:41:31 3255 1.12 PPM OK 3.6 PPM OK v 
13 MAY 10 11:42:40 3236 1.12 PPM OK 3.39 PPM OK v 
13 MAY 10 11:43:37 3234 1.12 PPM OK 4.14 PPM OK v 
13 MAY 10 11:44:45 3234A 1.12 PPM OK 4.62 PPM OK c 
13 MAY 10 11:45:50 32348 1.12 PPM OK 9.44 PPM OK c 
13 MAY 10 11:47:20 3234C 1.12 PPM OK 10.1 PPM OK c 
13 MAY 10 11:48:39 3234D 1.12 PPM OK 14.99 PPM OK c 
13 MAY 10 11:50:05 3232 1.12 PPM OK 4.46 PPM OK v 
13 MAY 10 11:50:56 3233 1.12 PPM OK 4.8 PPM OK v 
13 MAY 10 11:52:10 3233A 1.12 PPM OK 4.97 PPM OK c 
13 MAY 10 11:53:14 32338 1.12 PPM OK 6.36 PPM OK c 
13 MAY 10 11:54:17 3233C 1.12 PPM OK 3.96 PPM OK c 
13 MAY 10 11:55:15 32330 1.12 PPM OK 4.34 PPM OK c 
13 MAY 10 11:57:44 3223 1.12 PPM OK 4.46 PPM OK v 
13 MAY 10 11:58:34 3223A 1.12 PPM OK 4.42 PPM OK c 
13 MAY 10 11:59:23 32238 1.12 PPM OK 4.3 PPM OK c 
13 MAY 10 12:00:35 3222 1.12 PPM OK 5.71 PPM OK v 
13 MAY 10 12:01:21 3222A 1.12 PPM OK 3.82 PPM OK c 
13 MAY 10 12:02:20 32228 1.12 PPM OK 3.73 PPM OK c 
13 MAY 10 12:03:17 3220 1.12 PPM OK 4.47 PPM OK v 
13 MAY 10 12:04:10 3220A 1.12 PPM OK 4.81 PPM OK c 
13 MAY 10 12:05:07 32208 1.12 PPM OK 4.77 PPM OK c 
13 MAY 10 12:06:41 3221 1.12 PPM OK 3.71 PPM OK v 
13 MAY 10 12:07:36 3221A 1.12 PPM OK 3.71 PPM OK c 
13 MAY 10 12:08:14 32218 1.12 PPM OK 3.33 PPM OK c 
13 MAY 10 12:09:42 3166 1.12 PPM OK 3.62 PPM OK v 
13 MAY 10 12:11:25 3166A 1.12 PPM OK 3.89 PPM OK c 



13 MAY 10 12:12:14 31668 1.12 PPM OK 3.54 PPM OK c 
13 MAY 10 12:13:25 3167 1.12 PPM OK 2.92 PPM OK v 
13 MAY 10 12:14:14 3167A 1.12 PPM OK 3.8 PPM OK c 
13 MAY 10 12:15:10 31678 1.12 PPM OK 3.85 PPM OK c 
13 MAY 10 12:15:59 3167C 1.12 PPM OK 3.74 PPM OK c 
13 MAY 10 12:17:33 3169 1.12 PPM OK 3.12 PPM OK v 
13 MAY 10 12:18:29 3169A 1.12 PPM OK 3.41 PPM OK c 
13 MAY 10 12:19:43 31698 1.12 PPM OK 2.9 PPM OK c 
13 MAY 10 12:23:06 3199 1.12 PPM OK 3.2 PPM OK v 
13 MAY 10 12:24:38 3199A 1.12 PPM OK 3.25 PPM OK c 
13 MAY 10 12:25:38 31998 1.12 PPM OK 3.21 PPM OK c 
13 MAY 10 12:26:55 3198 1.12 PPM OK 3.06 PPM OK v 
13 MAY 10 12:27:54 3198A 1.12 PPM OK 2.82 PPM OK c 
13 MAY 10 12:28:52 31988 1.12 PPM OK 3.02 PPM OK c 
13 MAY 10 12:30:32 3200 1.12 PPM OK 2.89 PPM OK v 
13 MAY 10 12:31:45 3200A 1.12 PPM OK 2.54 PPM OK c 
13 MAY 10 12:32:38 32008 1.12 PPM OK 3.57 PPM OK c 
13 MAY 10 12:33:48 3200C 1.12 PPM OK 3.21 PPM OK c 
13 MAY 10 12:34:54 32000 1.12 PPM OK 2.85 PPM OK c 
13 MAY 10 12:36:43 3205 1.12 PPM OK 3.25 PPM OK c 
13 MAY 10 12:42:29 3185 1.12 PPM OK 3.04 PPM OK v 
13 MAY 10 12:43:38 3185A 1.12 PPM OK 3.06 PPM OK c 
13 MAY 10 12:44:36 31858 1.12 PPM OK 3.69 PPM OK c 
13 MAY 10 12:45:27 3184 1.12 PPM OK 3.54 PPM OK v 
13 MAY 10 12:46:37 3184A 1.12 PPM OK 3.07 PPM OK c 
13 MAY 10 12:47:48 31848 1.12 PPM OK 3.46 PPM OK c 
13 MAY 10 12:50:34 3218 1.12 PPM OK 2.66 PPM OK v 
13 MAY 10 12:51:45 3218A 1.12 PPM OK 3.51 PPM OK c 
13 MAY 10 12:52:25 31188 1.12 PPM OK 3.67 PPM OK c 
13 MAY 10 12:53:33 3218( 1.12 PPM OK 3.51 PPM OK c 
13 MAY 10 12:56:15 3213 1.12 PPM OK 4.04 PPM OK v 
13 MAY 10 12:57:34 3213A 1.12 PPM OK 3.5 PPM OK c 
13 MAY 10 12:58:41 32138 1.12 PPM OK 3.69 PPM OK c 
13 MAY 10 13:00:17 3213C 1.12 PPM OK 4 PPM OK c 
13 MAY 10 13:01:33 32130 1.12 PPM OK 3.58 PPM OK c 
13 MAY 10 13:02:43 3213E 1.12 PPM OK 4.14 PPM OK c 
13 MAY 10 13:05:37 3215 1.12 PPM OK 3.64 PPM OK v 
13 MAY 10 13:07:00 3216 1.12 PPM OK 3.06 PPM OK v 
13 MAY 10 13:08:26 3214 1.12 PPM OK 3.67 PPM OK v 
13 MAY 10 13:09:21 3217 1.12 PPM OK 3.88 PPM OK v 
13 MAY 10 13:10:15 3224 1.12 PPM OK 4.74 PPM OK v 
13 MAY 10 13:11:09 3225 1.12 PPM OK 3.79 PPM OK v 
13 MAY 10 13:12:17 3226 1.12 PPM OK 3.52 PPM OK v 
13 MAY 10 13:12:55 3227 1.12 PPM OK 3.56 PPM OK v 
13 MAY 10 13:14:09 3229 1.12 PPM OK 4.3 PPM OK v 
13 MAY 10 13:15:37 3158 1.12 PPM OK 3.79 PPM OK v 
13 MAY 10 13:19:52 3159 1.12 PPM OK 3.03 PPM OK v 
13 MAY 10 13:20:47 3160 1.12 PPM OK 3.16 PPM OK v 
13 MAY 10 13:21:32 3161 1.12 PPM OK 3.43 PPM OK v 
13 MAY 10 13:22:54 3156 1.12 PPM OK 3.08 PPM OK v 
13 MAY 10 13:23:48 3157 1.12 PPM OK 3.52 PPM OK v 
13 MAY 10 13:25:04 3153 1.12 PPM OK 3.21 PPM OK v 
13 MAY 10 13:26:46 3162 1.12 PPM OK 3.05 PPM OK v 
13 MAY 10 13:27:42 3154 1.12 PPM OK 3.44 PPM OK c 
13 MAY 10 13:29:31 3238 1.12 PPM OK 3.61 PPM OK v 



13 MAY 10 13:30:43 3237 1.12 PPM OK 4.52 PPM OK v 
13 MAY 10 13:33:09 3239 1.12 PPM OK 3.82 PPM OK v 
13 MAY 10 13:34:30 3474 1.12 PPM OK 3.72 PPM OK v 
13 MAY 10 15:05:29 3425 1.12 PPM OK 4.96 PPM OK v 
13 MAY 10 15:06:32 3428 1.12 PPM OK 4.33 PPM OK v 
13 MAY 10 15:08:20 3428A 1.12 PPM OK 3.42 PPM OK c 
13 MAY 10 15:09:15 34288 1.12 PPM OK 2.53 PPM OK c 
13 MAY 10 15:10:09 3428C 1.12 PPM OK 2.94 PPM OK c 
13 MAY 10 15:10:56 34280 1.12 PPM OK 2.45 PPM OK c 
13 MAY 10 15:12:03 3069 1.12 PPM OK 3.31 PPM OK v 
13 MAY 10 15:13:03 3469A 1.12 PPM OK 3.04 PPM OK c 
13 MAY 10 15:14:09 3468 1.12 PPM OK 2.58 PPM OK v 
13 MAY 10 15:16:30 3462 1.12 PPM OK 2.75 PPM OK v 
13 MAY 10 15:17:48 3462A 1.12 PPM OK 3.61 PPM OK c 
13 MAY 10 15:19:18 3459 1.12 PPM OK 2.79 PPM OK c 
13 MAY 10 15:20:40 3461 1.12 PPM OK 3.71 PPM OK c 
13 MAY 10 15:22:42 3464A 1.12 PPM OK 3.12 PPM OK c 
13 MAY 10 15:23:40 3458 1.12 PPM OK 2.96 PPM OK v 
13 MAY 10 15:38:06 3835 1.12 PPM OK 4.5 PPM OK v 
13 MAY 10 15:38:58 3835A 1.12 PPM OK 3.21 PPM OK c 
13 MAY 10 15:39:39 38358 1.12 PPM OK 2.3 PPM OK c 
13 MAY 10 15:40:34 3834 1.12 PPM OK 2.6 PPM OK v 
13 MAY 10 15:41:25 3834A 1.12 PPM OK 3 PPM OK c 
13 MAY 10 15:42:23 3834C 1.12 PPM OK 6.32 PPM OK c 
13 MAY 10 15:43:20 3834C 1.12 PPM OK 3.42 PPM OK c 
13 MAY 10 15:44:07 38340 1.12 PPM OK 3.79 PPM OK c 
13 MAY 10 15:45:19 3833 1.12 PPM OK 4.63 PPM OK c 
13 MAY 10 15:46:14 3831 1.12 PPM OK 3.58 PPM OK v 
13 MAY 10 15:47:05 3832 1.12 PPM OK 3.86 PPM OK v 
13 MAY 10 15:47:57 3832A 1.12 PPM OK 4.5 PPM OK c 
13 MAY 10 15:48:50 38328 1.12 PPM OK 3.83 PPM OK c 
13 MAY 10 15:49:57 3832C 1.12 PPM OK 3.04 PPM OK c 
13 MAY 10 15:52:46 3824 1.12 PPM OK 7.49 PPM OK v 
13 MAY 10 15:54:01 3823 1.12 PPM OK 4.41 PPM OK v 
13 MAY 10 15:55:09 3823A 1.12 PPM OK 5.43 PPM OK c 
13 MAY 10 15:55:49 38238 1.12 PPM OK 4.54 PPM OK c 
13 MAY 10 15:56:44 3823C 1.12 PPM OK 4.17 PPM OK c 
13 MAY 10 15:57:39 38230 1.12 PPM OK 8.22 PPM OK c 
13 MAY 10 15:59:48 3827 1.12 PPM OK 3.67 PPM OK v 
13 MAY 10 16:00:28 3827A 1.12 PPM OK 5.42 PPM OK c 
13 MAY 10 16:01:21 38278 1.12 PPM OK 13.85 PPM OK c 
13 MAY 10 16:02:00 3828 1.12 PPM OK 7.44 PPM OK v 
13 MAY 10 16:02:51 3828A 1.12 PPM OK 9.33 PPM OK c 
13 MAY 10 16:03:33 38288 1.12 PPM OK 5.54 PPM OK c 
13 MAY 10 16:04:18 3828C 1.12 PPM OK 4.53 PPM OK c 
13 MAY 10 16:06:18 3813 1.12 PPM OK 6.23 PPM OK v 
13 MAY 10 16:08:04 3810 1.12 PPM OK 4.8 PPM OK v 
13 MAY 10 16:08:49 3810A 1.12 PPM OK 8.41 PPM OK c 
13 MAY 10 16:09:50 38108 1.12 PPM OK 5.81 PPM OK c 
13 MAY 10 16:10:51 3811 1.12 PPM OK 5.46 PPM OK v 
13 MAY 10 16:11:31 3811A 1.12 PPM OK 5.71 PPM OK c 
13 MAY 10 16:12:25 38118 1.12 PPM OK 5.81 PPM OK c 
13 MAY 10 16:13:03 3811C 1.12 PPM OK 7.53 PPM OK c 
13 MAY 10 16:13:46 3812 1.12 PPM OK 5.61 PPM OK v 
13 MAY 10 16:14:25 3812A 1.12 PPM OK 4.51 PPM OK c 



13 MAY 10 16:15:08 38128 1.12 PPM OK 5.14 PPM OK c 
14 MAY 10 10:06:15 3133 3.19 PPM OK 3.11 PPM OK v 
14 MAY 10 10:07:09 3132 3.19 PPM OK 3.29 PPM OK v 
14 MAY 10 10:07:47 3132A 3.19 PPM OK 3.14 PPM OK c 
14 MAY 10 10:08:18 31328 3.19 PPM OK 3.99 PPM OK c 
14 MAY 10 10:09:05 3134 3.19 PPM OK 3.61 PPM OK v 
14 MAY 10 10:09:50 3134A 3.19 PPM OK 4.02 PPM OK c 
14 MAY 10 10:10:43 31348 3.19 PPM OK 4.7 PPM OK c 
14 MAY 10 10:11:39 3131 3.19 PPM OK 3.3 PPM OK v 
14 MAY 10 10:12:29 3131A 3.19 PPM OK 3.09 PPM OK c 
14 MAY 10 10:13:23 3135 3.19 PPM OK 4.04 PPM OK v 
14 MAY 10 10:14:11 3135A 3.19 PPM OK 4.7 PPM OK c 
14 MAY 10 10:15:50 31358 3.19 PPM OK 3.76 PPM OK c 
14 MAY 10 10:16:53 3136 3.19 PPM OK 5.04 PPM OK v 
14 MAY 10 10:17:34 3136A 3.19 PPM OK 4.48 PPM OK c 
14 MAY 10 10:18:44 3137 3.19 PPM OK 5.18 PPM OK v 
14 MAY 10 10:19:27 3137A 3.19 PPM OK 3.35 PPM OK c 
14 MAY 10 10:20:10 31378 3.19 PPM OK 4.17 PPM OK c 
14 MAY 10 10:21:19 3137C 3.19 PPM OK 5.75 PPM OK c 
14 MAY 10 10:22:06 3137D 3.19 PPM OK 3.07 PPM OK c 
14 MAY 10 10:24:50 3139 3.19 PPM OK 3.4 PPM OK v 
14 MAY 10 10:26:10 3139A 3.19 PPM OK 18.82 PPM OK c 
14 MAY 10 10:27:10 31398 3.19 PPM OK 3.8 PPM OK c 
14 MAY 10 10:28:51 3138 3.19 PPM OK 6.94 PPM OK A 

14 MAY 10 10:29:44 3138A 3.19 PPM OK 4.51 PPM OK c 
14 MAY 10 10:30:24 31388 3.19 PPM OK 3.76 PPM OK c 
14 MAY 10 10:31:33 3138C 3.19 PPM OK 3.68 PPM OK c 
14 MAY 10 10:32:30 3138D 3.19 PPM OK 2.9 PPM OK c 
14 MAY 10 10:33:30 3138E 3.19 PPM OK 3.04 PPM OK c 
14 MAY 10 10:39:00 3127 3.19 PPM OK 328 PPM OK v 
14 MAY 10 10:40:54 3128 3.19 PPM OK 15.12 PPM OK v 
14 MAY 10 10:42:03 3126 3.19 PPM OK 5.13 PPM OK v 
14 MAY 10 10:44:30 3024 3.19 PPM OK 8.97 PPM OK v 
14 MAY 10 10:45:44 3024A 3.19 PPM OK 4.99 PPM OK c 
14 MAY 10 10:46:47 30248 3.19 PPM OK 7.48 PPM OK c 
14 MAY 10 10:47:54 3028 3.19 PPM OK 4.11 PPM OK v 
14 MAY 10 10:48:51 3028A 3.19 PPM OK 65.15 PPM OK c 
14 MAY 10 10:49:34 3028C 3.19 PPM OK 1275 PPM OK c 
14 MAY 10 10:50:26 3028C 3.19 PPM OK 44.46 PPM OK c 
14 MAY 10 10:52:03 3025 3.19 PPM OK 10.23 PPM OK v 
14 MAY 10 10:53:14 3025A 3.19 PPM OK 6.74 PPM OK c 
14 MAY 10 10:53:58 30258 3.19 PPM OK 6.15 PPM OK c 
14 MAY 10 10:54:49 3026 3.19 PPM OK 5.85 PPM OK c 
14 MAY 10 10:55:54 3026 3.19 PPM OK 9.1 PPM OK c 
14 MAY 10 10:56:41 3026A 3.19 PPM OK 13.65 PPM OK c 
14 MAY 10 10:57:33 30268 3.19 PPM OK 8.29 PPM OK c 
14 MAY 10 10:59:00 3027 3.19 PPM OK 93.85 PPM OK v 
14 MAY 10 11:00:40 3027A 3.19 PPM OK 228 PPM OK c 
14 MAY 10 11:05:34 30278 3.19 PPM OK 8078 PPM OK c 
14 MAY 10 11:07:05 3027C 3.19 PPM OK 26.48 PPM OK c 
14 MAY 10 11:08:06 3023 3.19 PPM OK 12.54 PPM OK v 
14 MAY 10 11:09:20 3023A 3.19 PPM OK 10.07 PPM OK c 
14 MAY 10 11:10:45 3038 3.19 PPM OK 7.93 PPM OK c 
14 MAY 10 11:11:37 3038A 3.19 PPM OK 24.25 PPM OK c 
14 MAY 10 11:12:51 3037 3.19 PPM OK 11.08 PPM OK v 



14 MAY 10 11:13:41 3037A 3.19 PPM OK 7.43 PPM OK c 
14 MAY 10 11:14:22 30378 3.19 PPM OK 17.25 PPM OK c 
14 MAY 10 11:15:24 3037C 3.19 PPM OK 15.69 PPM OK c 
14 MAY 10 11:16:41 3039 3.19 PPM OK 33.65 PPM OK v 
14 MAY 10 11:17:46 3039A 3.19 PPM OK 11.38 PPM OK c 
14 MAY 10 11:18:43 30398 3.19 PPM OK 5.02 PPM OK c 
14 MAY 10 11:20:17 3039C 3.19 PPM OK 4.66 PPM OK c 
14 MAY 10 11:21:18 30390 3.19 PPM OK 4.24 PPM OK c 
14 MAY 10 11:24:07 3068A 3.19 PPM OK 27.51 PPM OK c 
14 MAY 10 11:25:20 3068 3.19 PPM OK 4.78 PPM OK v 
14 MAY 10 11:26:35 3058 3.19 PPM OK 4.51 PPM OK v 
14 MAY 10 11:27:30 3058A 3.19 PPM OK 5.19 PPM OK c 
14 MAY 10 11:28:11 30588 3.19 PPM OK 3.91 PPM OK c 
14 MAY 10 11:29:02 3059 3.19 PPM OK 5.09 PPM OK v 
14 MAY 10 11:29:47 3059A 3.19 PPM OK 17.37 PPM OK c 
14 MAY 10 11:30:53 3060 3.19 PPM OK 13.98 PPM OK v 
14 MAY 10 11:31:35 3060A 3.19 PPM OK 12 PPM OK c 
14 MAY 10 11:32:24 3061 3.19 PPM OK 13.29 PPM OK v 
14 MAY 10 11:33:08 3061A 3.19 PPM OK 8.26 PPM OK c 
14 MAY 10 11:34:14 3062 3.19 PPM OK 4.51 PPM OK v 
14 MAY 10 11:34:55 3063 3.19 PPM OK 4.73 PPM OK v 
14 MAY 10 11:36:13 3064 3.19 PPM OK 8.45 PPM OK v 
14 MAY 10 11:37:00 3064A 3.19 PPM OK 3.42 PPM OK c 
14 MAY 10 11:37:43 30648 3.19 PPM OK 4.95 PPM OK c 
14 MAY 10 11:38:34 3065 3.19 PPM OK 4.07 PPM OK v 
14 MAY 10 11:39:15 3065A 3.19 PPM OK 4.19 PPM OK c 
14 MAY 10 11:40:45 3057 3.19 PPM OK 4.09 PPM OK c 
14 MAY 10 11:42:06 3070 3.19 PPM OK 5.64 PPM OK v 
14 MAY 10 11:42:48 3070A 3.19 PPM OK 4.63 PPM OK c 
14 MAY 10 11:43:45 30708 3.19 PPM OK 4.19 PPM OK c 
14 MAY 10 11:44:30 3071 3.19 PPM OK 4.45 PPM OK v 
14 MAY 10 11:45:16 3071A 3.19 PPM OK 4.48 PPM OK c 
14 MAY 10 11:46:05 30718 3.19 PPM OK 3.98 PPM OK c 
14 MAY 10 11:46:51 3071C 3.19 PPM OK 4.6 PPM OK c 
14 MAY 10 11:48:56 3051 3.19 PPM OK 4.81 PPM OK c 
14 MAY 10 11:50:53 3047 3.19 PPM OK 6.69 PPM OK v 
14 MAY 10 11:51:58 3047A 3.19 PPM OK 2029 PPM OK c 
14 MAY 10 11:52:47 30478 3.19 PPM OK 27.55 PPM OK c 
14 MAY 10 11:54:18 3050 3.19 PPM OK 9.06 PPM OK v 
14 MAY 10 11:55:09 3050A 3.19 PPM OK 38.54 PPM OK c 
14 MAY 10 11:56:16 3046 3.19 PPM OK 5.79 PPM OK v 
14 MAY 10 11:57:10 3046A 3.19 PPM OK 8.6 PPM 0~ c 
14 MAY 10 11:57:43 30468 3.19 PPM OK 6.9 PPM OK c 
14 MAY 10 11:58:48 3045 3.19 PPM OK 5.82 PPM OK v 
14 MAY 10 11:59:39 3045A 3.19 PPM OK 5.12 PPM OK c 
14 MAY 10 12:00:24 30458 3.19 PPM OK 4.75 PPM OK c 
14 MAY 10 12:01:21 3044 3.19 PPM OK 7.16 PPM OK v 
14 MAY 10 12:02:02 3044A 3.19 PPM OK 4.09 PPM OK c 
14 MAY 10 12:02:53 30448 3.19 PPM OK 11.49 PPM OK c 
14 MAY 10 12:03:51 3044C 3.19 PPM OK 15.3 PPM OK c 
14 MAY 10 12:04:54 3043 3.19 PPM OK 4.86 PPM OK v 
14 MAY 10 12:05:51 3043A 3.19 PPM OK 35.39 PPM OK c 
14 MAY 10 12:06:45 30438 3.19 PPM OK 5.98 PPM OK c 
14 MAY 10 12:08:03 3042 3.19 PPM OK 7.12 PPM OK v 
14 MAY 10 12:08:57 3042A 3.19 PPM OK 12.14 PPM OK c 



14 MAY 10 12:09:41 30428 3.19 PPM OK 12.47 PPM OK c 
14 MAY 10 12:10:34 3042( 3.19 PPM OK 6350 PPM OK c 
14 MAY 10 12:12:27 30420 3.19 PPM OK 22.07 PPM OK c 
14 MAY 10 12:13:12 3041 3.19 PPM OK 10.9 PPM OK v 
14 MAY 10 12:14:05 3041A 3.19 PPM OK 7.83 PPM OK c 
14 MAY 10 12:15:32 3040 3.19 PPM OK 4.94 PPM OK v 
14 MAY 10 12:16:16 3040A 3.19 PPM OK 4.72 PPM OK c 
14 MAY 10 12:16:46 30408 3.19 PPM OK 5.28 PPM OK c 
14 MAY 10 13:26:40 3072 3.19 PPM OK 3.84 PPM OK v 
14 MAY 10 13:27:30 3072A 3.19 PPM OK 6.46 PPM OK c 
14 MAY 10 13:28:17 30728 3.19 PPM OK 5.59 PPM OK c 
14 MAY 10 13:29:00 3072( 3.19 PPM OK 5.79 PPM OK c 
14 MAY 10 13:29:31 3073 3.19 PPM OK 4.28 PPM OK v 
14 MAY 10 13:30:07 3073A 3.19 PPM OK 4.09 PPM OK c 
14 MAY 10 13:30:46 3073( 3.19 PPM OK 8.45 PPM OK c 
14 MAY 10 13:31:24 3073C 3.19 PPM OK 169 PPM OK c 
14 MAY 10 13:33:56 3079 3.19 PPM OK 30.31 PPM OK v 
14 MAY 10 13:34:48 3076 3.19 PPM OK 19.87 PPM OK v 
14 MAY 10 13:35:31 3076A 3.19 PPM OK 10.61 PPM OK c 
14 MAY 10 13:36:21 3077 3.19 PPM OK 6.91 PPM OK v 
14 MAY 10 13:36:55 3077A 3.19 PPM OK 9.58 PPM OK c 
14 MAY 10 13:37:26 30778 3.19 PPM OK 10.63 PPM OK c 
14 MAY 10 13:38:24 3074 3.19 PPM OK 5.86 PPM OK v 
14 MAY 10 13:39:34 3074A 3.19 PPM OK 20.97 PPM OK c 
14 MAY 10 13:40:14 30748 3.19 PPM OK 15.17 PPM OK c 
14 MAY 10 13:40:55 3074C 3.19 PPM OK 7.47 PPM OK c 
14 MAY 10 13:41:28 30740 3.19 PPM OK 5.75 PPM OK c 
14 MAY 10 13:42:06 3075 3.19 PPM OK 4.21 PPM OK v 
14 MAY 10 13:42:44 3075A 3.19 PPM OK 4.04 PPM OK c 
14 MAY 10 13:43:12 30758 3.19 PPM OK 3.92 PPM OK c 
14 MAY 10 13:43:45 3075C 3.19 PPM OK 5.71 PPM OK c 
14 MAY 10 13:44:17 30750 3.19 PPM OK 8.47 PPM OK c 
14 MAY 10 13:45:11 3081 3.19 PPM OK 14.55 PPM OK v 
14 MAY 10 13:45:42 3081A 3.19 PPM OK 8.96 PPM OK c 
14 MAY 10 13:46:26 30818 3.19 PPM OK 5.86 PPM OK c 
14 MAY 10 13:47:38 3081( 3.19 PPM OK 4.12 PPM OK c 
14 MAY 10 13:48:26 30810 3.19 PPM OK 5.11 PPM OK c 
14 MAY 10 13:48:57 3081E 3.19 PPM OK 4.78 PPM OK c 
14 MAY 10 13:49:37 3081F 3.19 PPM OK 5.22 PPM OK c 
14 MAY 10 13:50:10 3081G 3.19 PPM OK 7.23 PPM OK c 
14 MAY 10 13:50:45 3081H 3.19 PPM OK 6.91 PPM OK c 
14 MAY 10 13:51:20 3080 3.19 PPM OK 8.31 PPM OK v 
14 MAY 10 13:51:46 3080A 3.19 PPM OK 6.79 PPM OK c 
14 MAY 10 13:52:14 30808 3.19 PPM OK 10.69 PPM OK c 
14 MAY 10 13:52:55 3080( 3.19 PPM OK 12.57 PPM OK c 
14 MAY 10 13:53:26 30800 3.19 PPM OK 7.13 PPM OK c 
14 MAY 10 13:54:13 3080E 3.19 PPM OK 7.35 PPM OK c 
14 MAY 10 13:54:44 3080F 3.19 PPM OK 15.65 PPM OK c 
14 MAY 10 13:55:15 3080G 3.19 PPM OK 14.8 PPM OK c 
14 MAY 10 13:56:38 3082 3.19 PPM OK 6.46 PPM OK v 
14 MAY 10 13:57:06 3082A 3.19 PPM OK 5.47 PPM OK c 
14 MAY 10 13:57:37 3083 3.19 PPM OK 21.18 PPM OK v 
14 MAY 10 13:58:05 3083A 3.19 PPM OK 6.76 PPM OK c 
14 MAY 10 13:58:48 3086 3.19 PPM OK 6.05 PPM OK v 
14 MAY 10 13:59:21 3086A 3.19 PPM OK 6.02 PPM OK c 



14 MAY 10 13:59:53 30868 3.19 PPM OK 6.78 PPM OK c 
14 MAY 10 14:02:22 3088 3.19 PPM OK 44.51 PPM OK v 
14 MAY 10 14:02:56 3088A 3.19 PPM OK 33.2 PPM OK c 
14 MAY 10 14:03:25 3089 3.19 PPM OK 68.18 PPM OK v 
14 MAY 10 14:03:56 3089A 3.19 PPM OK 60.87 PPM OK c 
14 MAY 10 14:05:59 3090 3.19 PPM OK 103 PPM OK v 
14 MAY 10 14:07:01 3090A 3.19 PPM OK 37.02 PPM OK c 
14 MAY 10 14:07:35 30908 3.19 PPM OK 21.6 PPM OK c 
14 MAY 10 14:08:31 3091 3.19 PPM OK 22.59 PPM OK v 
14 MAY 10 14:09:01 3091A 3.19 PPM OK 15.59 PPM OK c 
14 MAY 10 14:09:29 30918 3.19 PPM OK 17.07 PPM OK c 
14 MAY 10 14:10:28 3092 3.19 PPM OK 35.82 PPM OK v 
14 MAY 10 14:10:56 3092A 3.19 PPM OK 8.8 PPM OK c 
14 MAY 10 14:11:30 30928 3.19 PPM OK 11.49 PPM OK c 
14 MAY 10 14:12:03 3092C 3.19 PPM OK 7.92 PPM OK c 
14 MAY 10 14:12:44 3092D 3.19 PPM OK 7.68 PPM OK c 
14 MAY 10 14:13:39 3092E 3.19 PPM OK 6.27 PPM OK c 
14 MAY 10 14:14:25 3092F 3.19 PPM OK 22.23 PPM OK c 
14 MAY 10 14:14:54 3092G 3.19 PPM OK 11.93 PPM OK c 
14 MAY 10 14:15:20 3093 3.19 PPM OK 10.96 PPM OK v 
14 MAY 10 14:16:01 3093A 3.19 PPM OK 6.89 PPM OK c 
14 MAY 10 14:16:31 30938 3.19 PPM OK 5.9 PPM OK c 
14 MAY 10 14:17:07 3093C 3.19 PPM OK 5.77 PPM OK c 
14 MAY 10 14:17:48 30930 3.19 PPM OK 153 PPM OK c 
14 MAY 10 14:18:45 3093E 3.19 PPM OK 12.81 PPM OK c 
14 MAY 10 14:19:18 3093F 3.19 PPM OK 6.46 PPM OK c 
14 MAY 10 14:20:07 3094 3.19 PPM OK 8.09 PPM OK v 
14 MAY 10 14:20:52 3094A 3.19 PPM OK 9.11 PPM OK c 
14 MAY 10 14:21:17 30948 3.19 PPM OK 6.95 PPM OK c 
14 MAY 10 14:21:46 3094C 3.19 PPM OK 6 PPM OK c 
14 MAY 10 14:22:14 3094D 3.19 PPM OK 4.86 PPM OK c 
14 MAY 10 14:22:40 3095 3.19 PPM OK 4.5 PPM OK v 
14 MAY 10 14:23:12 3095A 3.19 PPM OK 4.25 PPM OK c 
14 MAY 10 14:23:36 30958 3.19 PPM OK 4.89 PPM OK c 
14 MAY 10 14:24:05 3095C 3.19 PPM OK 4.61 PPM OK c 
14 MAY 10 14:24:33 3095D 3.19 PPM OK 4.24 PPM OK c 
14 MAY 10 14:25:00 3095E 3.19 PPM OK 4.32 PPM OK c 
14 MAY 10 14:25:27 3096 3.19 PPM OK 6.02 PPM OK v 
14 MAY 10 14:26:09 3096A 3.19 PPM OK 4.35 PPM OK c 
14 MAY 10 14:27:06 30968 3.19 PPM OK 13.59 PPM OK c 
14 MAY 10 14:27:35 3096C 3.19 PPM OK 5.26 PPM OK c 
14 MAY 10 14:28:03 3096D 3.19 PPM OK 11.97 PPM OK c 
14 MAY 10 14:28:39 3096E 3.19 PPM OK 6.93 PPM OK c 
14 MAY 10 14:29:21 3097 3.19 PPM OK 5.06 PPM OK v 
14 MAY 10 14:29:57 3097A 3.19 PPM OK 4.94 PPM OK c 
14 MAY 10 14:30:23 30978 3.19 PPM OK 4.51 PPM OK c 
14 MAY 10 14:30:46 3097C 3.19 PPM OK 4.81 PPM OK c 
14 MAY 10 14:31:19 3097D 3.19 PPM OK 4.16 PPM OK c 
14 MAY 10 14:31:48 3097E 3.19 PPM OK 4.13 PPM OK c 
14 MAY 10 14:32:13 3097F 3.19 PPM OK 4.77 PPM OK c 
14 MAY 10 14:32:44 3098 3.19 PPM OK 5.33 PPM OK v 
14 MAY 10 14:33:11 3098A 3.19 PPM OK 4.66 PPM OK c 
14 MAY 10 14:34:40 3099 3.19 PPM OK 39.91 PPM OK v 
14 MAY 10 14:35:38 3100 3.19 PPM OK 14.83 PPM OK v 
14 MAY 10 14:36:16 3100A 3.19 PPM OK 13.12 PPM OK c 



14 MAY 10 14:36:44 310GB 3.19 PPM OK 11.22 PPM OK c 
14 MAY 10 14:37:12 3103 3.19 PPM OK 9.05 PPM OK v 
14 MAY 10 14:37:41 3013A 3.19 PPM OK 7.81 PPM OK c 
14 MAY 10 14:38:11 3103B 3.19 PPM OK 7.75 PPM OK c 
14 MAY 10 14:39:28 3101 3.19 PPM OK 7.68 PPM OK v 
14 MAY 10 14:40:01 3101A 3.19 PPM OK 7.43 PPM OK c 
14 MAY 10 14:40:36 3101B 3.19 PPM OK 8.75 PPM OK c 
14 MAY 10 14:41:14 3101C 3.19 PPM OK 10.2 PPM OK c 
14 MAY 10 14:41:40 3102 3.19 PPM OK 7.72 PPM OK v 
14 MAY 10 14:42:06 3102A 3.19 PPM OK 15.29 PPM OK c 
14 MAY 10 14:42:44 3102B 3.19 PPM OK 9.84 PPM OK c 
14 MAY 10 14:44:14 2806 3.19 PPM OK 5.72 PPM OK v 
14 MAY 10 14:44:50 2806A 3.19 PPM OK 4.93 PPM OK c 
14 MAY 10 14:45:16 28068 3.19 PPM OK 4.92 PPM OK c 
14 MAY 10 14:45:55 2806C 3.19 PPM OK 5.18 PPM OK c 
14 MAY 10 14:46:23 28060 3.19 PPM OK 6.17 PPM OK c 
14 MAY 10 14:47:19 2806E 3.19 PPM OK 6.65 PPM OK c 
14 MAY 10 14:47:54 2806F 3.19 PPM OK 5.07 PPM OK c 
14 MAY 10 14:48:35 2806G 3.19 PPM OK 4.64 PPM OK c 
14 MAY 10 14:49:15 2806H 3.19 PPM OK 4.67 PPM OK c 
14 MAY 10 14:49:47 28061 3.19 PPM OK 4.99 PPM OK c 
14 MAY 10 14:50:47 2084 3.19 PPM OK 4.42 PPM OK v 
14 MAY 10 14:51:29 2804A 3.19 PPM OK 4.3 PPM OK c 
14 MAY 10 14:52:14 2085 3.19 PPM OK 4.5 PPM OK c 
14 MAY 10 14:52:43 2805A 3.19 PPM OK 4.89 PPM OK c 
14 MAY 10 14:53:09 2805B 3.19 PPM OK 5.01 PPM OK c 
14 MAY 10 14:59:08 2802 3.19 PPM OK 26.94 PPM OK v 
14 MAY 10 14:59:37 2802A 3.19 PPM OK 25.3 PPM OK c 
14 MAY 10 15:00:07 2802B 3.19 PPM OK 42.04 PPM OK c 
14 MAY 10 15:07:30 2799 3.19 PPM OK 85.59 PPM OK v 
14 MAY 10 15:07:58 2799A 3.19 PPM OK 65.61 PPM OK c 
14 MAY 10 15:08:42 2800 3.19 PPM OK 48.93 PPM OK c 
14 MAY 10 15:09:20 2800A 3.19 PPM OK 42.75 PPM OK c 
14 MAY 10 15:09:56 28008 3.19 PPM OK 45.4 PPM OK c 
14 MAY 10 15:11:38 2796 3.19 PPM OK 21.23 PPM OK v 
14 MAY 10 15:12:16 2796A 3.19 PPM OK 17.45 PPM OK c 
14 MAY 10 15:12:47 27968 3.19 PPM OK 16.85 PPM OK c 
14 MAY 10 15:13:19 2796C 3.19 PPM OK 17.07 PPM OK c 
14 MAY 10 15:13:54 2797 3.19 PPM OK 14.41 PPM OK v 
14 MAY 10 15:14:24 2797A 3.19 PPM OK 12.86 PPM OK c 
14 MAY 10 15:14:54 27978 3.19 PPM OK 13.17 PPM OK c 
14 MAY 10 15:15:30 2798 3.19 PPM OK 14.8 PPM OK v 
14 MAY 10 15:16:03 2798A 3.19 PPM OK 11.48 PPM OK c 
14 MAY 10 15:16:27 27988 3.19 PPM OK 11.7 PPM OK c 
14 MAY 10 15:17:21 2795 3.19 PPM OK 21.31 PPM OK v 
14 MAY 10 15:17:45 2795A 3.19 PPM OK 16.88 PPM OK c 
14 MAY 10 15:18:08 27958 3.19 PPM OK 15.27 PPM OK c 
14 MAY 10 15:18:41 2795C 3.19 PPM OK 13 PPM OK c 
14 MAY 10 15:19:12 2795D 3.19 PPM OK 12.32 PPM OK c 
14 MAY 10 15:20:13 2795E 3.19 PPM OK 13.17 PPM OK c 
14 MAY 10 15:21:55 2790 3.19 PPM OK 18.99 PPM OK v 
14 MAY 10 15:22:24 2790A 3.19 PPM OK 50.06 PPM OK c 
14 MAY 10 15:22:57 27908 3.19 PPM OK 30.08 PPM OK c 
14 MAY 10 15:23:35 2791 3.19 PPM OK 39.6 PPM OK v 
14 MAY 10 15:24:10 2791A 3.19 PPM OK 16.76 PPM OK c 



14 MAY 10 15:24:42 27918 3.19 PPM OK 10.65 PPM OK c 
14 MAY 10 15:25:51 2793 3.19 PPM OK 37.25 PPM OK v 
14 MAY 10 15:26:27 2794 3.19 PPM OK 92.95 PPM OK v 
14 MAY 10 15:27:57 2783 3.19 PPM OK 11.07 PPM OK v 
14 MAY 10 15:28:27 2783A 3.19 PPM OK 12.02 PPM OK c 
14 MAY 10 15:28:53 27838 3.19 PPM OK 9.5 PPM OK c 
14 MAY 10 15:29:24 2783C 3.19 PPM OK 9.48 PPM OK c 
14 MAY 10 15:30:02 27830 3.19 PPM OK 7.97 PPM OK c 
14 MAY 10 15:30:34 2783E 3.19 PPM OK 7.37 PPM OK c 
14 MAY 10 15:31:08 2783F 3.19 PPM OK 7.12 PPM OK c 
14 MAY 10 15:31:51 2783F 3.19 PPM OK 7.56 PPM OK c 
14 MAY 10 15:32:40 2784 3.19 PPM OK 8.12 PPM OK v 
14 MAY 10 15:33:08 2784A 3.19 PPM OK 9.66 PPM OK c 
14 MAY 10 15:33:34 27848 3.19 PPM OK 8.68 PPM OK c 
14 MAY 10 15:34:14 2785 3.19 PPM OK 7.87 PPM OK v 
14 MAY 10 15:34:46 2785A 3.19 PPM OK 7.81 PPM OK c 
14 MAY 10 15:35:11 27858 3.19 PPM OK 7.17 PPM OK c 
14 MAY 10 15:37:03 2787 3.19 PPM OK 6.69 PPM OK v 
14 MAY 10 15:37:43 2788 3.19 PPM OK 7.04 PPM OK v 
14 MAY 10 15:38:24 2788A 3.19 PPM OK 7.57 PPM OK c 
14 MAY 10 15:39:02 27888 3.19 PPM OK 7.91 PPM OK c 
14 MAY 10 15:39:30 2788C 3.19 PPM OK 6.81 PPM OK c 
14 MAY 10 15:42:52 2558 3.19 PPM OK 5.71 PPM OK v 
14 MAY 10 15:43:26 2588A 3.19 PPM OK 5.84 PPM OK c 
14 MAY 10 15:44:01 25588 3.19 PPM OK 6.43 PPM OK c 
14 MAY 10 15:44:31 2558C 3.19 PPM OK 5.7 PPM OK c 
14 MAY 10 15:44:58 2559 3.19 PPM OK 5.84 PPM OK v 
14 MAY 10 15:45:32 2559A 3.19 PPM OK 6.38 PPM OK c 
14 MAY 10 15:45:59 25598 3.19 PPM OK 6.37 PPM OK c 
14 MAY 10 15:46:31 2564 3.19 PPM OK 6.49 PPM OK v 
14 MAY 10 15:47:03 2564A 3.19 PPM OK 6.17 PPM OK c 
14 MAY 10 15:47:33 25648 3.19 PPM OK 6.38 PPM OK c 
14 MAY 10 15:48:04 2564C 3.19 PPM OK 6.24 PPM OK c 
14 MAY 10 15:48:38 25640 3.19 PPM OK 6.6 PPM OK c 
14 MAY 10 15:49:08 2565 3.19 PPM OK 6.53 PPM OK v 
14 MAY 10 15:49:35 2565A 3.19 PPM OK 6.33 PPM OK c 
14 MAY 10 15:49:59 25658 3.19 PPM OK 6.28 PPM OK c 
14 MAY 10 15:50:31 2568 3.19 PPM OK 5.89 PPM OK v 
14 MAY 10 15:50:59 2568A 3.19 PPM OK 5.97 PPM OK c 
14 MAY 10 15:51:28 25688 3.19 PPM OK 6.01 PPM OK c 
14 MAY 10 15:51:58 2568( 3.19 PPM OK 6.36 PPM OK c 
14 MAY 10 15:52:49 2573 3.19 PPM OK 6.65 PPM OK v 
14 MAY 10 15:53:22 2573A 3.19 PPM OK 6.74 PPM OK c 
14 MAY 10 15:53:49 25738 3.19 PPM OK 7.29 PPM OK c 
14 MAY 10 15:54:19 2573C 3.19 PPM OK 5.79 PPM OK c 
14 MAY 10 15:55:42 2578 3.19 PPM OK 99.09 PPM OK v 
14 MAY 10 15:57:39 2578A 3.19 PPM OK 7.05 PPM OK c 
14 MAY 10 15:58:25 25788 3.19 PPM OK 6.03 PPM OK c 
14 MAY 10 15:59:00 2577 3.19 PPM OK 5.75 PPM OK v 
14 MAY 10 15:59:24 2577A 3.19 PPM OK 5.91 PPM OK c 
14 MAY 10 15:59:50 25778 3.19 PPM OK 6.44 PPM OK c 
14 MAY 10 16:00:52 2576 3.19 PPM OK 6.15 PPM OK v 
14 MAY 10 16:01:25 2576A 3.19 PPM OK 5.56 PPM OK c 
14 MAY 10 16:01:52 25768 3.19 PPM OK 5.23 PPM OK c 
14 MAY 10 16:02:24 2575 3.19 PPM OK 6.42 PPM OK v 



14 MAY 10 16:02:48 2575A 3.19 PPM OK 5.63 PPM OK c 
14 MAY 10 16:03:14 25758 3.19 PPM OK 5.56 PPM OK c 
14 MAY 10 16:03:42 2616 3.19 PPM OK 1L02 PPM OK v 
14 MAY 10 16:04:22 25168 3.19 PPM OK 18.5 PPM OK c 
14 MAY 10 16:04:59 26168 3.19 PPM OK 1L49 PPM OK c 
14 MAY 10 16:05:37 2571 3.19 PPM OK 5.54 PPM OK v 
14 MAY 10 16:06:07 2571A 3.19 PPM OK 5.17 PPM OK c 
14 MAY 10 16:06:36 25718 3.19 PPM OK 5.27 PPM OK c 
14 MAY 10 16:07:05 2572 3.19 PPM OK 5.27 PPM OK v 
14 MAY 10 16:07:33 2572A 3.19 PPM OK 5.53 PPM OK c 
14 MAY 10 16:08:02 25728 3.19 PPM OK 5.7 PPM OK c 
14 MAY 10 16:08:34 2570 3.19 PPM OK 5.17 PPM OK v 
14 MAY 10 16:09:01 2570A 3.19 PPM OK 5.15 PPM OK c 
14 MAY 10 16:09:41 25708 3.19 PPM OK 5.27 PPM OK c 
14 MAY 10 16:10:17 2566 3.19 PPM OK 5.15 PPM OK v 
14 MAY 10 16:10:53 2566A 3.19 PPM OK 4.92 PPM OK c 
14 MAY 10 16:11:24 25668 3.19 PPM OK 5.42 PPM OK c 
14 MAY 10 16:12:03 2567 3.19 PPM OK 5.44 PPM OK v 
14 MAY 10 16:13:04 25678 3.19 PPM OK 4.8 PPM OK c 
14 MAY 10 16:14:03 2563 3.19 PPM OK 4.69 PPM OK c 
14 MAY 10 16:14:28 2563A 3.19 PPM OK 4.91 PPM OK c 
14 MAY 10 16:14:52 25638 3.19 PPM OK 5.25 PPM OK c 
14 MAY 10 16:15:16 2562 3.19 PPM OK 4.47 PPM OK v 
14 MAY 10 16:15:45 2562A 3.19 PPM OK 4.44 PPM OK c 
14 MAY 10 16:16:09 25628 3.19 PPM OK 5.21 PPM OK c 
14 MAY 10 16:16:38 2561 3.19 PPM OK 5.29 PPM OK v 
14 MAY 10 16:17:10 2561A 3.19 PPM OK 5.13 PPM OK c 
14 MAY 10 16:17:34 25618 3.19 PPM OK 4.78 PPM OK c 
14 MAY 10 16:18:01 2561( 3.19 PPM OK 4.73 PPM OK c 
14 MAY 10 16:18:48 25610 3.19 PPM OK 4.77 PPM OK c 
14 MAY 10 16:19:42 2560 3.19 PPM OK 4.35 PPM OK v 
14 MAY 10 16:20:10 2560A 3.19 PPM OK 4.09 PPM OK c 
14 MAY 10 16:20:37 25608 3.19 PPM OK 4.84 PPM OK c 
14 MAY 10 16:21:22 2612 3.19 PPM OK 4.51 PPM OK v 
14 MAY 10 16:21:50 2612A 3.19 PPM OK 8.53 PPM OK c 
14 MAY 10 16:22:22 26128 3.19 PPM OK 9.73 PPM OK c 
14 MAY 10 16:22:58 2612C 3.19 PPM OK 7.03 PPM OK c 
14 MAY 10 16:23:33 2613 3.19 PPM OK 5.55 PPM OK v 
14 MAY 10 16:24:10 2613A 3.19 PPM OK 8.14 PPM OK c 
14 MAY 10 16:24:39 26138 3.19 PPM OK 7.09 PPM OK c 
14 MAY 10 16:25:04 2613( 3.19 PPM OK 6.26 PPM OK c 
14 MAY 10 16:25:34 26130 3.19 PPM OK 5.94 PPM OK c 
14 MAY 10 16:26:31 2614 3.19 PPM OK 97.78 PPM OK v 
14 MAY 10 16:26:59 2614A 3.19 PPM OK 43.13 PPM OK c 
14 MAY 10 16:27:37 26148 3.19 PPM OK 31.17 PPM OK c 
14 MAY 10 16:28:05 2614C 3.19 PPM OK 22.98 PPM OK c 
14 MAY 10 16:28:35 26140 3.19 PPM OK 24.82 PPM OK c 
14 MAY 10 16:29:30 2615 3.19 PPM OK 18.2 PPM OK v 
14 MAY 10 16:29:58 2615A 3.19 PPM OK 39.29 PPM OK c 
14 MAY 10 16:30:39 26158 3.19 PPM OK 32.4 PPM OK c 
14 MAY 10 16:31:12 2615C 3.19 PPM OK 27.38 PPM OK c 
14 MAY 10 16:37:22 3855 3.19 PPM OK 1L97 PPM OK v 
14 MAY 10 16:37:53 3855A 3.19 PPM OK 12.13 PPM OK c 
14 MAY 10 16:38:27 38558 3.19 PPM OK 11.27 PPM OK c 
14 MAY 10 16:38:57 3856 3.19 PPM OK 15.93 PPM OK v 



14 MAY 10 16:39:29 3856A 3.19 PPM OK 10.59 PPM OK c 
14 MAY 10 16:39:58 38568 3.19 PPM OK 11.19 PPM OK c 
14 MAY 10 16:40:24 3857 3.19 PPM OK 12.17 PPM OK v 
14 MAY 10 16:40:50 3857A 3.19 PPM OK 12.13 PPM OK c 
14 MAY 10 16:41:22 38578 3.19 PPM OK 11.33 PPM OK c 
14 MAY 10 16:43:34 3861 3.19 PPM OK 8.94 PPM OK v 
14 MAY 10 16:44:03 3861A 3.19 PPM OK 6.82 PPM OK c 
14 MAY 10 16:44:30 38618 3.19 PPM OK 6.19 PPM OK c 
14 MAY 10 16:45:00 3862 3.19 PPM OK 6.03 PPM OK v 
14 MAY 10 16:45:26 3862A 3.19 PPM OK 6.05 PPM OK c 
14 MAY 10 16:45:53 38628 3.19 PPM OK 5.46 PPM 01( c 
14 MAY 10 16:47:32 3848 3.19 PPM OK 5.7 PPM OK v 
14 MAY 10 16:47:55 3848A 3.19 PPM OK 6.53 PPM OK c 
14 MAY 10 16:48:31 38488 3.19 PPM OK 6.76 PPM OK c 
14 MAY 10 16:48:58 3849 3.19 PPM OK 6.21 PPM OK v 
14 MAY 10 16:49:29 3849A 3.19 PPM OK 6.34 PPM OK c 
14 MAY 10 16:49:58 38498 3.19 PPM OK 6.12 PPM OK c 
14 MAY 10 16:50:47 3819 3.19 PPM OK 5.65 PPM OK v 
14 MAY 10 16:51:46 3819A 3.19 PPM OK 5.43 PPM OK c 
14 MAY 10 16:52:12 38198 3.19 PPM OK 5.08 PPM OK c 
14 MAY 10 16:52:57 3845 3.19 PPM OK 5.95 PPM OK v 
14 MAY 10 16:53:19 3845A 3.19 PPM OK 5.3 PPM OK c 
14 MAY 10 16:54:06 38458 3.19 PPM OK 5.89 PPM OK c 
14 MAY 10 16:54:33 3844 3.19 PPM OK 6.7 PPM OK v 
14 MAY 10 16:55:02 3844A 3.19 PPM OK 6.26 PPM OK c 
14 MAY 10 16:55:29 38458 3.19 PPM OK 6.06 PPM OK c 
14 MAY 10 16:56:34 3841 3.19 PPM OK 6.05 PPM OK v 
14 MAY 10 16:57:02 3841A 3.19 PPM OK 5 PPM OK c 
14 MAY 10 16:57:29 38418 3.19 PPM OK 5.41 PPM OK c 
14 MAY 10 16:58:12 3840 3.19 PPM OK 5.27 PPM OK v 
14 MAY 10 16:58:42 3840A 3.19 PPM OK 5.29 PPM OK c 
14 MAY 10 16:59:06 38408 3.19 PPM OK 5.13 PPM OK c 
14 MAY 10 17:00:11 3839 3.19 PPM OK 5.67 PPM OK v 
14 MAY 10 17:00:36 3839A 3.19 PPM OK 6.11 PPM OK c 
14 MAY 10 17:01:00 38398 3.19 PPM OK 6.05 PPM OK c 
14 MAY 10 17:01:32 3838 3.19 PPM OK 5.95 PPM OK v 
14 MAY 10 17:02:00 3838A 3.19 PPM OK 6.01 PPM OK c 
14 MAY 10 17:02:25 38388 3.19 PPM OK 6.15 PPM OK c 
14 MAY 10 17:02:50 3837 3.19 PPM OK 5.53 PPM OK v 
14 MAY 10 17:03:16 3837A 3.19 PPM OK 5.67 PPM OK c 
14 MAY 10 17:03:54 38378 3.19 PPM OK 5.61 PPM OK c 
14 MAY 10 17:04:31 3836 3.19 PPM OK 5.27 PPM OK v 
14 MAY 10 17:06:07 3836A 3.19 PPM OK 5.29 PPM OK c 
14 MAY 10 17:06:37 38368 3.19 PPM OK 5.11 PPM OK c 
14 MAY 10 17:07:29 3804 3.19 PPM OK 5.53 PPM OK v 
14 MAY 10 17:08:17 3804A 3.19 PPM OK 12.07 PPM OK c 
14 MAY 10 17:08:56 38048 3.19 PPM OK 10.2 PPM OK c 
14 MAY 10 17:09:32 3803 3.19 PPM OK 9.46 PPM OK v 
14 MAY 10 17:10:11 3803A 3.19 PPM OK 8.57 PPM OK c 
14 MAY 10 17:10:48 38038 3.19 PPM OK 8.34 PPM OK c 
14 MAY 10 17:11:38 3800 3.19 PPM OK 7.17 PPM OK v 
14 MAY 10 17:12:23 3800A 3.19 PPM OK 7.15 PPM OK c 
14 MAY 10 17:12:54 38008 3.19 PPM OK 7.1 PPM OK c 
14 MAY 10 17:13:25 3799 3.19 PPM OK 6.86 PPM OK v 
14 MAY 10 17:14:09 3799A 3.19 PPM OK 7.12 PPM OK c 



14 MAY 10 17:14:38 37998 3.19 PPM OK 7.41 PPM OK c 
14 MAY 10 17:15:17 3798 3.19 PPM OK 7.88 PPM OK v 
14 MAY 10 17:15:53 3798A 3.19 PPM OK 7.69 PPM OK c 
14 MAY 10 17:16:39 37988 3.19 PPM OK 7.61 PPM OK c 
14 MAY 10 17:17:16 3797 3.19 PPM OK 7.62 PPM OK v 
14 MAY 10 17:17:55 3797A 3.19 PPM OK 7.12 PPM OK c 
14 MAY 10 17:18:26 37978 3.19 PPM OK 6.94 PPM OK c 
14 MAY 10 17:18:58 3796 3.19 PPM OK 6.83 PPM OK v 
14 MAY 10 17:19:37 3796A 3.19 PPM OK 6.9 PPM OK c 
14 MAY 10 17:20:48 37968 3.19 PPM OK 6.17 PPM OK c 
14 MAY 10 17:21:24 3796( 3.19 PPM OK 5.96 PPM OK c 
14 MAY 10 17:22:14 3808 3.19 PPM OK 5.99 PPM OK v 
14 MAY 10 17:22:46 3808A 3.19 PPM OK 5.29 PPM OK c 
14 MAY 10 17:23:20 38088 3.19 PPM OK 5.67 PPM OK c 
14 MAY 10 17:24:21 3807 3.19 PPM OK 5.52 PPM OK v 
14 MAY 10 17:24:53 3807A 3.19 PPM OK 5.13 PPM OK c 
14 MAY 10 17:25:21 38078 3.19 PPM OK 5.28 PPM OK c 
14 MAY 10 17:26:07 3806 3.19 PPM OK 5.46 PPM OK v 
14 MAY 10 17:26:40 3806A 3.19 PPM OK 5.62 PPM OK c 
14 MAY 10 17:27:17 38068 3.19 PPM OK 5.64 PPM OK c 
14 MAY 10 17:28:39 3805A 3.19 PPM OK 4.59 PPM OK c 
14 MAY 10 17:29:55 3794A 3.19 PPM OK 5.22 PPM OK c 
14 MAY 10 17:31:46 3816 3.19 PPM OK 6.24 PPM OK v 
14 MAY 10 17:32:31 3815 3.19 PPM OK 5.87 PPM OK v 
14 MAY 10 17:33:34 3815A 3.19 PPM OK 5.79 PPM OK c 
14 MAY 10 17:34:07 38158 3.19 PPM OK 5.65 PPM OK c 
14 MAY 10 17:34:38 3815C 3.19 PPM OK 5.25 PPM OK c 
14 MAY 10 17:35:35 3853 3.19 PPM OK 6.58 PPM OK v 
14 MAY 10 17:36:11 3815A 3.19 PPM OK 5.65 PPM OK c 
14 MAY 10 17:36:42 38538 3.19 PPM OK 6.13 PPM OK c 
14 MAY 10 17:37:14 3853C 3.19 PPM OK 5.83 PPM OK c 
14 MAY 10 17:37:55 3817 3.19 PPM OK 5.31 PPM OK v 
14 MAY 10 17:38:27 3817A 3.19 PPM OK 5.46 PPM OK c 
14 MAY 10 17:38:58 38178 3.19 PPM OK 5.17 PPM OK c 
14 MAY 10 17:44:01 2823 3.19 PPM OK 5.81 PPM OK v 
14 MAY 10 17:44:52 2823A 3.19 PPM OK 5.07 PPM OK c 
14 MAY 10 17:45:27 28238 3.19 PPM OK 4.84 PPM OK c 
14 MAY 10 17:46:01 2821 3.19 PPM OK 4.96 PPM OK v 
14 MAY 10 17:46:39 2821A 3.19 PPM OK 5.07 PPM OK c 
14 MAY 10 17:47:06 28218 3.19 PPM OK 4.47 PPM OK c 
14 MAY 10 17:47:50 2819 3.19 PPM OK 10.68 PPM OK v 
14 MAY 10 17:48:21 2819A 3.19 PPM OK 10.19 PPM OK c 
14 MAY 10 17:49:03 28198 3.19 PPM OK 10.03 PPM OK c 
14 MAY 10 17:49:37 2830 3.19 PPM OK 9.15 PPM OK v 
14 MAY 10 17:50:10 2820A 3.19 PPM OK 8.07 PPM OK c 
14 MAY 10 17:50:57 28208 3.19 PPM OK 7.22 PPM OK c 
14 MAY 10 17:51:49 2832 3.19 PPM OK 7.52 PPM OK v 
14 MAY 10 17:52:46 2833 3.19 PPM OK 7.63 PPM OK v 
14 MAY 10 17:53:20 2828 3.19 PPM OK 6.51 PPM OK v 
14 MAY 10 17:53:48 2828A 3.19 PPM OK 6.2 PPM OK c 
14 MAY 10 17:54:23 28288 3.19 PPM OK 6.69 PPM OK c 

.. .. . 
' ' .· 

Logged by Hand Only 
14jMAY 10 2801 3.19 5000 PPM v 
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' Start Stop i Duration Corrective Action 

Date Time Time ···j· (min.) Reason Corrective Action . Completion Date 

I 12/9/2009 12:59 13:00 .... 0:01 Power Outage N/A N/A I 

~
i I ~ I' Clean out 403, Add 

. 

] 403 column ... f. loading due to catalyst build-up in bottom of o. u.tput alarm, investigate 

23:1~ 14 1 0:01 ··~ _ . column causing pump to fail further actions 12/26/200g 

1/16/2010, 4/16/2010, 
__ O_ngoing I 

I 

1/8/2010 
I I Low excess 02 due to introduction of feed in reactor A 

.-5~.~-· 0:03 usinQ inconsistenat procedures found in the units SOPs Update procedure. +---1/12/2010 

Low excess 02 due to introduction of feed in reactor A I 
I 1/8/2010 I 9:33 9:36 0:03 usin§J inconsistenat procedures found in the units SOPs 1 Update procedure. 1/12/2010 

1/8/2010 9:45 9:48 0:03 
Operator was following an inconsistant procedure found 

in the SOP 
Update procedure, add 
interlock to feec:J valves. 1 1/12/2010, 07/18/2010 

Clean out 403, Add 

. . 403 column flo. oding due to reduced air flow··· to decrease I ou···tput alarm.'. investigate 1/16/2010., 4/16/2010, 

1 
1/12/2010 1 15:07 I 15:10 .1 0:03 I .... the presuure in the reactors ___ . .. furtheractions , .. __ Ongoing 

1 

I i 

II 

. 1/17/2010 ]11:33 

The thermal couples were found charred upon removal 

from the thermal oxidizer and determined that they were 

11:34 I 0:01 ....CC"'-'--+-- not rated for hightemperature use U[Jdate spare parts list 1/22/2010 

' 

19:04 I 19:06 0:02 Upset in the 70K boiler led to plant wide steam failure. N/fl ·--···· N/A ·I 
Remove plant air 

18:56 j. 19:00 r'== 0:04 Low plant air pressure. ··--. interlock. . .. . ___<2rll)()ing.. I 
1 

Remove plant air 

20:50 , 20.52 0:02 . __ Low plant air pressure. ·--- interlock. Ongoing, I 

1/27/2010 5:17 · 5:32 0:15 I 
,__ . ----- . 

' 

1/17/2010 

1/25/2010 

1/25/2010 

Low natural gas pressure dueto a boiler upset +-- New gas line. ()ngoing .. ·--· 

1/27/2010 5:35 I 5:39 0:04 I Boiler upsets caused a plant wide steam failure. N/A N/A 



Date 
Start 
Time 

Stop Duration L Corrective Action 
I Time (min.) ~~~ __ Reason .C::<Jrr_f!Ctive Action __ 

1 

_f__omr>_le~<J_n D<3_t_e __ 

Clean out 403, Add 

0:05 
403 column flooding due to catalyst build-up in bottom of I output alarm, investigate 3/11/2010, 4/16/2010, 

column causing pump to fail 1 further actions Ongoing -- ~-.-- i ---·--I 2/17/2010 I 11:53 I 11:58 

A procedural error was found in the SOP that lead to low I 
02 in the system causing the high chamber Update start up 

1 
2/17/2010 1 12:27 1 12:30 I 0:03 I temperature. -~------ ----+--procedure, _ 4/18[?01 0 

A procedural error was found in the SOP that lead to low 
02 in the system causing the high chamber Update start up 

2/17/2010 I 13:40 I 13:41 0:01 temperature. procedure. 
Low-pianfair pressure due to higher demand in oiher Remove plant air 

4/18/2010 

~/27}2010 1 20:19 20:22 0:03 units ___ interlock. Ongoing. 
1 Replace 401 bottoms 

i Low excess 02 due to plugging in the overhead line of 1 pump. Better 403 
3/12/2010 0:38 0:41 0:03 , the 404_~()1umn ___ cle_,ning schedule. 5/10/2010 I 
3/31/2010 22:26 22:28 0.02 _ Power Outage N/A N/A 

Add runsheet for base 
' lnsufficent 02 due to the power otage lead to a high plant Modify start up 

, I [ Low excess 02 due to plugging in the overhead line of I Clean the 404 column : 

_4/_9/2010 1 9:14 : -~2~ _, the 404 column packing. 1 4/12/2010 

High stack temperature caused by loss of cooling to the I Repair wiring to401 

5/5/2010 21 :_34 I 21:37 0:03 403 column which was due faulty wiring in a pump -- bottoms rump~_ 
I Low plant air pressure due to orifcae plate missing in air 

-+-------"5/8/_20_1_0 

6/14/2010 'T'" 0:04 line I Add ofifice to purge lines. 

High high level in knock out pot due to elevated 
temperatures and flooding in the 403 column causing 

7/16/2010 

6/15/2010 6:39 i 6:42 0:03 circulation to stop in the ammonia recovery columns Clean the 403 column. 7/23/2010 



Start , Stop Duration I Corrective Action 

Date Time I Time Reason Corrective Action Comple~()n Date __ _ (min.) - -
! 

I 

I High stack temperature due to a plugged pressure Insulate the 404 top 

6/18/2010 1- 23:12 23:14 0:02 transmitter on the 404 column. pressure trasmitter_ Ongoin~-----
6/27/2010 20:02 20:04 0:02 Power Outage N/A N/A 

--- --
Incorporate interlocks 

into the process so that 
feed cannot be 

I 
introduced into the 

reactors while the bypass 

6/27/2010 1 20:05 20:12_ - 0:07 ! Operator error_ valve_is open 7/13/2010 
--



. • ·.· · ·· ·•········.·•··.· .•. . BYPASS INCIDENT REPORT 
'Piant41 

•····•·••••• ·······Jhisir~pcirt.f~n·n•·.applies tot he followiryg are~s':·······.· 
· ··.· .· ()yan6 Reactors ancl Ammonia Recovery System 

Complete this form immediately following any bypass of the Thermal Oxidizer. 

1 B ass Period 

Bypass began: Date: 12/9/2009 Time: 12:59 

Bypass ended: Date: 12/9/2009 Time: 13:00 

Bypass duration: Hours: Minutes: 1 

2) Estimated HAPs emissions: Acetonitrile= 0.06 pounds, Benzene = 0.04 pounds, Xylenes = 0.0001 pounds, · 

Hydrogen Cyanide= 0.06 pounds 

3) What was the general cause of the bypass incident? Power outage 

4) What type of bypass occurred? (Check all that apply.) 

Instrument nitrogen less than 60 psi 
Instrument air less than 60 psi 
Stack temperature less. than ?OO"C 
Chamber temperature greater than 1 038"C 
Stack temperature greater than 982"C 

X Loss of electrical power 
Other utility disruption [Describe below] 
Fire eye lost sight of fiame 
Plant start-up 

Plant shutdown 
PHD data lost 
Erratic Thermal Oxidizer temperature 
Operator error 
Mechanical fai)ure 
Process upset 
Instrument/control parameters 
Other [Describe below] 

5) What plant area or major equipment was affected (be specific)? The whole site lost power due to a short in the 

main switch gear to the facility. 

6) What is the root cause(s) of the bypass incident? High winds blowing the power lines and causing a short in the 

system. 

·Revision 0 



. 7) How did you determine the root cause(s) of the bypass incident? Loss of electrical power to the site. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

None at his time. 

9) Who is responsible for completing the corrective action(s)? 

10) What actions were taken to end the bypass incident and restore normal operation? Power was restored to 

the facility and operations were checked before the unit was started up. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes 0 No' 
*If not, provide explanation: 

. 

12) If the SSMP was not followed, was IDEM notified? .DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes DNo 
If so, provide recommendations: 

.Name: gf.l\ J.r~ ·~·Signature:.~. J Date: M/P/tJ'f 

1/2266513.1 
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Dale: 1212612009 Time: 23:13 

Date: 12/26/2009 Time: 23:14 

Hours: Minutes: 1 

pounds, Hydrogen 

What was the general cause of the bypass incident? 
This bypass incident was caused by the 403 column flooding out, leading to a high reactor top pressure. This pressure 

(> 8.0 psi g) caused the reactors to shut" down by interlocking the feed lines closed. Once the feed and airflow were 

lost, the thermal oxidizer shut down. 

(Check all that apply.) 

€ Instrument nitrogen less than 60 psi 
€ Instrument air less than 60 psi 
€ Stack temperature less than 700°C 
€ Chamber temperature greater than 1 038°C 
€ Stack temperature greater than 982•c 
€ Loss of electrical power 
€ Other utility disruption [Describe below] 
€ Fire eye lost sight of flame 
€ Plant start-up 

was 

403 column, reactor A, reactor B and the thermal oxidizer. 

bypass 

x Plant shutdown 
€ PHD data lost 
€ Erratic Thermal Oxidizer !em perature 
€ Operator error 
€ Mechanical failure 
€ Process upset 
€ lnstrumentlcontrol parameters 
€ Other [Describe below] 

Solids build up in the 403 bottoms caused the bottoms flow to stop, leading to the flooding issue. The root cause of the 

solids build up is catalyst from the reactors. This catalyst is carried out through the primary cooler, continues to the 

LDU and is sent back to the ammonia recovery system in the raffinate. 

Revision 0 
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7) How did you determine the root cause(s) of the bypass incident? 

The root cause was identified based on trending data, interview with operations staff and using historical knowledge of 

the process. 

B) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

Operations steamed out the 403 bottoms line to clear the line of solids. The 403 bottoms is on the maintenance 

schedule to be cleaned out during the next shut down. A valve output alamn is being installed on the 403 level 

controller to notify operations earlier to help prevent these failures. Additional countermeasures are being considered 

for preventing catalyst from being circulated through the ammonia recovery system. 

9) Who is responsible for completing the corrective action(s)? 

Plant 41 Unit Process Engineer. 

10) What actions were taken to end the bypass incident and restore normal operation? 

When the top pressure reached >8.0 psig, the reactor feeds (organics and ammonia) were interlocked closed. 

11) Was the start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes €No* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A €Yes €No 

13) Are revisions to the SSMP needed to better address future bypass incidents? €Yes X No 

If so, provide recommendations: We are investigating to determine if the procedures need revised. 

/} // 
Name: J).e;, )ft.M7-rf- 1 signator~: !:]/~ [o;1te:: :;jg):Jo{o 

1/2266513.1 

Revision 0 
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,. ,. 

Date: 11812010 Time: 05:20 

Date: 11812010 Time: 05:23 

Hours:O Minutes: 3 

Acetonitrile- 0.181bs., Benzene- 0. -0.0004 lbs., rogen 
Cyanide- 0.171bs. 

3) What was the cause 
The stack exhaust 02 reading fell below the lower interlock causing the thermal oxidizer to shut down. 

4) type of bypass occurred? 

€ Instrument nitrogen less than 60 psi € Plant shutdown 
€ Instrument air less than 60 psi € PHD data lost 
= Stack temperature less than 700"C € Erratic Thermal Oxidizer temperature ~ 

= Chamber temperature greater than 1038"C € Operator error ~ 

€ Stack temperature greater than 9a2•c € Mechanical failure 
€ Loss of electrical power € Process upset 
€ Other utility disruption [Describe below] X Instrument/control parameters 
€ Fire eye lost sight of ftame € Other [Describe below] 
€ Plant start-up 

plant area or 

Thermal oxidizer. 

equipment was affected (be specific)? 

6) What is the root 

Reactor B was running and reactor A had just had organic feed and ammonia introduced. The sudden change in waste 

gas composition caused the 02 to drop off while the blower at the thermal oxidizer could not react fast enough before 

the stack 02 fell below the 0.2% interlock. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

The introduction of feed into Reactor A caused a sudden change in the waste gas composition causing the oxygen 

levels to drop off. Upon review of the start-up procedures, inconsistencies were found in the procedures that lead to 

the sudden change in the waste gas composition. The procedures are being reviewed to remove the inconsistencies 

and a run sheet is being developed that contains the start-up and shutdown procedures. 

9) Who is responsible for completing the corrective action(s)? 

Untt process coordinator and unit process engineer. 

1 0) What actions were taken to end the bypass incident and restore normal operation? Feed was removed from 

both reactors once the thermal oxidizer failed. The thermal.oxidizer was restarted and the temperature set points were 

achieved. Feed was then introduced into the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes 
*If not, provide explanation: 

12) If the SSMPwas not followed, was IDEM notified? DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 

-· 
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Date: 1/8/2010 Time: 09:33 

Date: 1/8/2010 Time: 09:36 

Hours: 0 Minutes: 3 

was the cause 
stack exhaust 02 reading fell below the lower interlock causing the thermal oxidizer to shut down. 

4) What type 

D Instrument nitrogen less than 60 psi 
D Instrument air less than 60 psi 
0 Stack temperature less than 7oo•c 
D Chamber temperature greater than 1038·c 
D Stack temperature greater than 982"G 
D Loss of electrical power 
D Other utility disruption [Describe below] 
0 Fire eye lost sight of flame 
D Plant start-up 

What plant area or major 

Thermal oxidizer. 

was 

D Plant shutdown 
D PHD data lost 
D Erratic Thermal Oxidizer temperature 
D Operator error 
0 Mechanical failure 
D Process upset 
X Instrument/control parameters 
D Other [Describe below] 

Reactor A was running and reactor B had just had organic feed and ammonia introduced. The sudden change in 

waste gas composition caused the 02 to drop off while the blower at the thermal oxidizer could not react fast enough 

before the stack 02 fell below the 0.2% interlock. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

The introduction of feed into Reactor B caused a sudden change in the waste gas composition causing the oxygen 

levels to drop off. Upon review of the start-up procedures, inconsistencies were found in the procedures that lead to 

the sudden change in the waste gas composition. The procedures are being reviewed to remove the inconsistencies 

and a run sheet is being developed that contains the start-up and shutdown procedures. 

9) Who is responsible for completing the corrective action(s)? 

Unit process coordinator and unit process engineer. 

1 0) What actions were taken to end the bypass incident and restore normal operation? Feed was removed from 

both reactors once the thermal oxidizer failed. The thenmal oxidizer was restarted and the temperature set points were 

achieved. Feed was then introduced into the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes D No* 
*If not, provide explanation: 

12) If the SSMPwas not followed, was IDEM notified? DYes D No 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes X No 
If so, provide recommendations: 
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1) Bypass Period 

Date: 1/8/20 1 0 Time: 09:45 

Date: 1/8/2010 Time: 09:49 

Hours: 0 Minutes: 3 

2) Estimated HAPs emissions: Acetonitrile- 0.061bs., Benzene- 0.04 lbs., Xylenes- 0.0001 lbs., Hydrogen 
Cyanide- 0.06 lbs. 

3) What was the general cause of the bypass incident? 
Reactor feed was introduced to Rx A while the thermal oxidizer was already bypassed prior to the stack temperature 

reaching the interlock that will allow for the waste gas valve to be opened. 

4) What type of bypass occurred? (Check all that apply.) 

0 Instrument nitrogen less than 60 psi 0 Plant shutdown 
0 Instrument air less than 60 psi 0 PHD data lost 
0 Stack temperature less than ?oooc D Erratic Thermal Oxidizer temperature 
0 Chamber temperature greater than 1038°C X Operator error 
0 Stack temperature greater than 982oC D Mechanical failure 
0 Loss of electrical power D Process upset 
D Other utility disruption [Describe below] D Instrument/control parameters 
0 Fire eye lost sight of flame D Other [Describe below] 
0 Plant start-up 

5) What plant area or major equipment was affected (be specific)? 

Thermal oxidizer. 

6) What is the root cause(s) of the bypass incident? 

The operator introduced feed prior to the waste gas valve being opened. The operator was following the wrong 

procedure during this bypass event. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

A discussion was held with the operators in regards to the bypass event. It was stressed that feed cannot be 

introduced into the reactors while the bypass vent is open. A follow-up e-mail communication was distributed to all 

Plant 41 operators detailing the procedures to follow during a bypass. The procedures are being modified to state that 

feed cannot be introduced into the reactors while the bypass vent is open. Modifications are also being considered to 

interlock the reactor feed to the bypass vent so that if the vent is open feed cannot be introduced into the reactors. 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer. 

1 0) What actions were taken to end the bypass incident and restore normal operation? The stack temperature 

reached the appropriate valve to close the bypass valve and waste gas was directed to the thermal oxidizer to end the 

bypass. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes D No' 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes X No 
If so, provide recommendations: 
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1) Bvpass Period 

Date: 1/1712010 Time: 11:33 

Date: 1/1712010 Time: 11:35 

Hours: 0 Minutes: 2 
----------- ----- "'"' "' ~ .. -- - ---- _,.... " ....... . 

2) Estimated HAPs emissions: Acetonitrile- 0.18 lbs., Benzene- 0.10 lbs., Xylenes 0.0004 lbs., Hydrogen 
Cyanide-0.171bs. 

3) What was the general cause of the bypass incident? 
During troubleshooting of the stack temperature reading, the T.O. was inadvertently tripped on low stack temperature 

when the control mechanic removed a thermocouple for inspection. 

4) What type of bypass occurred? (Check all that apply.) 

D Instrument nitrogen less than 60 psi D Plant shutdown 
D Instrument air less than 60 psi D PHD data lost 
X Stack temperature less than 700"C D Erratic Thermal Oxidizer temperature 
D Chamber temperature greater than 1 038°C D Operator error 
D Stack temperature greater than 982"C X Mechanical failure 
D Loss of electrical power D Process upset 
D Other utility disruption [Describe below] D lnstrumenUcontrol parameters 
0 Fire. eye lost sight of flame D Other [Describe below] 
D Plant start-up 

5) What plant area or major equipment was affected (be specific)? 

Thermal oxidizer. 

6) What is the root cause(s) of the bypass incident? 

A thermal oxidizer stack thermocouple was removed for inspection while the unit was perfonning poorly. This caused a 

low temperature interlock due to the thermocouple reading ambient air temperature. 
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7) How did you determine the root cause(s) of the bypass incident? 

Control mechanic found the thermocouples installed in the stack to be charred. After that bypass incident, it was 

discovered that the thermocouples that were installed were not rated appropriately. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

The issue with pulling the thermocouples out during equipment uptime was directly addressed with the control 

mechanic. Appropriate spare parts have been designated for the stack thermocouples. 

9) Who is responsible for completing the corrective action(s)? 

Instrument technician. 

10) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The thermocouples were replaced. The 

thermal oxidizer was restarted and after temperature set points were achieved, feed was re-introduced back into the 

reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes D No* 
*If not, provide explanation: 

12). If the SSMP was not followed, was IDEM notified? N/A DYes DNa 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 

N<ime; 
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Date: 1/25/2010 Time: 18:56 

Date: 1/25/2010 Time: 19:00 

Hours: 0 Minutes: 4 

emissions: Acetonitrile- 0.23 lbs., Benzene- 0.13 Xylenes- 0.0005 lbs., 

all that apply.) 

0 Instrument nitrogen less than 60 psi 
X Instrument air less than 60 psi 
0 Stack temperature less than ?OO"C 
0 Chamber temperature greater than 1 038°C 
0 Stack temperature greater than 982°C 
0 Loss of electrical power 
0 Other utility disruption [Describe below] 
0 Fire eye lost sight of flame 
0 Plant start-up 

What plant area or 

Thermal oxidizer. 

was 

root of the bypass incident? 

0 Plant shutdown 
0 PHD data lost 
0 Erratic Thermal Oxidizer temperature 
0 Operator error 
0 Mechanical failure 
0 Process upset 
0 Instrument/control parameters 
0 Other [Describe below] 

The alarm screen on the PLC at the thermal oxidizer only showed the "watch dog timer" failure. This alarm is designed 

to indicate when a control board within the PLC is not functioning. Currently, every first out failure causes a watch dog 

timer failure and on occasions, the first out alarm is not displayed. During this outage, all process trends were reviewed 

and no process upset could be identified. The gas pressure to the boiler house was trended with no drops noticed or 
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any excess usage identified. The only thermal oxidizer failure mode that cannot be trended is the plant air pressure to 

the unit. 

7) How did you determine the root cause(s) of the bypass incident? 

See item #6. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

As part of the corrective actions around thermal oxidizer bypass incidents, the control logic around the thermal oxidizer 

is being investigated to correct the watch dog timer. An MOC has been written to bring the plant air pressure reading 

back to the DCS and install a low pressure alarm to provide response time in the event that this failure happens again. 

Additionally, the MOC is currently drafted to remove the low plant air interlock due to redundant systems. Without plant 

air, all process and gas valves would fail closed, causing a shutdown. 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer for plant 41. 

10) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The thermal oxidizer was restarted and after 

temperature set points were achieved, feed was re-introduced back into the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? 
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Date: 112512010 Time: 20:50 

. . . 

·. ~Yll<\$., enii'~d; Date: 112512010 Time: 20:52 

Hours: 0 Minutes: 2 

Acetonitrile- 0.06 lbs., Benzene- 0.031bs., Xylenes-

What was the general cause 
supply pressure of the plant air for the thermal oxidizer went low causing a thermal oxidizer shutdown. 

0 Instrument nitrogen less than 60 psi 
X Instrument air less than 60 psi 
0 Stack temperature less than 7oo•c 
0 Chamber temperature greater than 1 03s•c 
0 Stack temperature greater !han 982"C 
0 Loss of electrical power 
D Other utility disruption [Describe below] 
D Fire eye lost sight offlame 
0 Plant start-up 

plant area or major 

Thermal oxidizer. 

was 

the root 

0 Plant shutdown 
0 PHD data lost 
0 ErraUc Thermal Oxidizer temperature 
0 Operator error 
0 Mechanical failure 
0 Process upset 
D Instrument/control parameters 
D Other [Describe below] 

The alarm screen on the PLC at the thermal oxidizer only showed the "watch dog timer'' failure. This alarm is designed 

to indicate when a control board within the PLC is not functioning. Currently, every first out failure causes a watch dog 

timer failure and on occasions, the first out alarm is not displayed. During this outage, all process trends were reviewed 

and no process upset could be identified. The gas pressure to the boiler house was trended with no drops noticed or 
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any excess usage identified. The only thermal oxidizer failure mode that cannot be trended is the plant air pressure to 

the unit. This failure happened earlier on the shift and was the second of two bypasses having the same root cause. 

7) How did you determine the root cause(s) of the bypass incident? 

See item #6. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

As part of the corrective actions around thermal oxidizer bypass incidents, the control logic around the thermal oxidizer 

is being investigated to correct the watch dog timer. An MOChas been written to bring the plant air pressure reading 

back to the DCS and install a low pressure alarm to provide response time in the event that this failure happens again. 

Additionally, the MOC is currently drafted to remove the low plant air interlock due to redundant systems. Without plant 

air, all process and gas valves would fail closed, causing a shutdown. 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer for plant 41. 

1 0) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The thermal oxidizer was restarted and after 

temperature set points were achieved, feed was re-introduced back into the reactors . 

. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? 

Revision 0 
9/22/08 

N/A 

X Yes 

DYes 

DNo* 

ONo 



13) Are revisions to the SSMP needed to better address future bypass incidents? 
If so, provide recommendations: 
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13) Are revisions to the SSMP needed to better address future bypass incidents? 
If so, provide recommendations: 
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Date: 1/27/2010 Time: 05:17 

Date: 1/27/2010 Time: 05:32 

Hours: 0 Minutes: 15 

emissions: Acetonitrile- 1.16 rogen 

What was the cause 
natural gas supply pressure dropped below the pressure switch setting. 

D Instrument nitrogen less than 60 psi 0 Plant shutdown 
D Instrument air less than 60 psi 0 PHD data lost 
D Stack temperature less than ?oooc D Erratic Thennal Oxidizer temperature 
D Chamber temperature greater than 103SOC 0 Operator error 
0 Stack temperature greater than 982"C 0 Mechanical failure 
0 Loss of electrical power 0 Process upset 
X Other utility disruption [Describe below] 0 lnstrumenUcontrol parameters 
0 Fire eye lost sight of flame 0 Other [Describe below] 
0 Plant start-up 

What plant area or major 

Thermal oxidizer, reactor A and reactor B. 

The plant boilers were upset and during a ramp up, the natural gas supply pressure to the T.O. dropped below the 

pressure switch setting. Once the bypass occurred, the operator did not remove feed from the reactors. A procedural 

error was found that allowed for operations to leave feed in the reactor during a bypass event. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis. 

8) What corrective action{s) has been or will be taken to address the root cause{s) of the bypass incident? 

A new gas line that ties directly into the main gas line on the plant site needs to be run. This requires capital approval 

and the project has been added to the plant capital list. The procedure was redlined for the correction. 

9) Who is responsible for completing the corrective action{s)? 

Unit process engineer. 

1 0) What actions were taken to end the bypass incident and restore normal operation? 

The T.O. was re-lit and when temperatures were achieved, the waste gas valve opened. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP}followed? X Yes D No* 

*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? DYes D No 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 

If so, provide recommendations: 

~ 
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Byp;iss bega11: Date: 1/27/2010 Time: 5:35 

Bypass ended; Date: 1/27/2010 Time: 5:39 

Hours: 0 Minutes: 4 

Acetonitrile -0.31 enes-

D Instrument nttrogen less than 60 psi D Plant shutdown 
D Instrument air less than 60 psi D PHD data lost 
X Stack temperature less than ?oo•c D Erratic Thermal Oxidizer temperature 
D Chamber temperature greater than 1 038"C D Operator error 
D Stack temperature greater than gsz·c D Mechanical failure 
D Loss of electrical power 0 Process upset 
D Other utility disruption [Describe below] 0 Instrument/control parameters 
D Fire eye lost sight of flame D Other [Describe below] 
D Plant start-up 

5) What plant area or major was specific}? 

Thermal oxidizer, reactor A and reactor B. 

The plant steam pressure was fluctuating between 100 and 200 psi due to issue at the boiler room. This caused the 

reactor temperature control to swing leading to a low stack temperature on the thermal oxidizer. Once the bypass 

occurred, the operator did not remove feed from the reactors. A procedural error was found that allowed for operations 

to leave feed in the reactor during a bypass event 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

This bypass was due to a plant wide steam failure. Instructions have been given to the process operators that if the 

thermal oxidizer is nearing a bypass event, the reactors are to be shut down preemptively. The procedure was redlined 

for the correction. 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer. 

1 0) What actions were taken to end the bypass incident and restore normal operation? 

The stack temperature increased and the waste gas valve was opened. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes D No* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? NIA DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 
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1) Bypass Period 

Date: 2117/2010 Time: 11:53 

Date: 2117/2010 Time: 11:58 

Hours: 0 Minutes: 5 

2) Estimated HAPs emissions: Acetonitrile -0.37 lbs., Benzene- 0.22 lbs., Xylenes 0.00075 lbs., Hydrogen 
Cyanide- 0.36 lbs. 

3) What was the general cause of the bypass incident? 
The 403 column began to flood leading to a high 403 temperature. This increased the amount of waste gas carried 

over to the thermal oxidizer, causing the excess oxygen to drop below the interlock value, shutting down the thermal 

oxidizer. 

4) What type of bypass occurred? (Check all that apply.) 

D lns.trument nitrogen Jess than 60 psi D Plant shutdown 
D Instrument air Jess than 60 psi D PHD data lost 
D Stack temperature less than 700"C D Erratic Thermal Oxidizer temperature 
D Chamber temperature greater than 1038"C D Operator error 
D Stack temperature greater than 982"C 0 Mechanical failure 
D Loss of electrical power X . Process upset 
0 Other utility disruption [Describe below] 0 Instrument/control parameters 
D Fire eye lost sight of flame D Other [Describe below] 
0 Plant start-up 

5) What plant area or major equipment was affected (be specific)? 

403 Column, Thermal Oxidizer 

6) What Is the root cause(s) of the bypass incident? 

Solids build up in the 403 bottoms caused the bottoms flow to stop, leading to the flooding issue. The root cause of the 

solids build up is catalyst from the reactors. This catalyst is carried out through the primary cooler, continues to the 

LOU and is sent back to the ammonia recovery system in the raffinate. 
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7) How did you determine the root cause(s) of the bypass incident? 

The root cause was identified based on trending data, interview with operations staff and using historical knowledge of 

the process. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

Operations steamed out the 403 bottoms line to clear the line of solids. The 403 bottoms is on the maintenance 

schedule to be cleaned out during the next shut down. A valve output alarm is being installed on the 403 level 

controller to notify operations earlier to help prevent these failures. Additional countermeasures are being considered 

for preventing catalyst from being circulated through the ammonia recovery system. 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer. 

10) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The thermal oxidizer was restarted and after 

temperature set points were achieved, feed was re-introduced back into the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes D No* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? NIA DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 
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1)BvpassPe~ri~od~,~------------------------------~-------------------------------4 

Date: 2/17/2010 Time: 12:27 

Date: 2/17/2010 Time: 12:30 

Hours: 0 Minutes: 3 

2) Estimated HAPs emissions: Acetonitrile -0.08 lbs., Benzene- 0.05 lbs., Xylenes- 0.00016 lbs., Hydrogen 
Cyanide- 0.08 lbs. 

3) What was the general cause of the bypass incident? 
High chamber temperature interlock during thermal oxidizer restart 

4) What type of bypass occurred? (Che~k all that apply.) 

0 Instrument nitrogen less than 60 psi 0 Plant shutdown 
0 Instrument air less than 60 psi 0 PHD data lost 
0 Stack temperature less than 700"C 0 Erratic Thermal Oxidizer temperature 
0 Chamber temperature greater than 1038"C X Operator error 
0 Stack temperature greater than 982"C 0 Mechanical failure 
0 Loss of electrical power X Process upset 
0 Other utility disruption [Describe below] 0 Instrument/control parameters 
0 Fire eye lost sight of flame 0 Other [Describe below] 
0 Plant start-up 

5) What plant area or major equipment was affected (be specific)? 

Thermal Oxidizer. 

6) What is the root cause(s) of the bypass incident? 

The thermal oxidizer was not allowed the appropriate amount of lime to stabilize itself during the introduction of feed 

from the base plant This lead to high excess oxygen, causing a low blower output. The lack of fresh air being 

introduced into the chamber caused the temperature to elevate leading to the bypass. 
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7) How did you determine the root cause{s) of the bypass incident? 

Process trend analysis. 

8) What corrective action(s) has been or will be taken to address the root cause{s) of the bypass incident? 

The reactor start up procedure was reviewed for accuracy. The start up plan outlined in the procedure was reviewed 

with the operations staff to ensure that proper start up procedures after bypass incidents are followed. An error was 

found in the ammonia recovery system procedure that was corrected. 

9) Who is responsible for completing the corrective action{s)? 

Unit process engineer, 

10) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The thermal oxidizer was restarted and after 

temperature set points were achieved, feed was re-introduced back into the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan {SSMP) followed? X Yes D No* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A DYes DNa 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 
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1) Bypass Period 

Date: 2117/2010 Time: 13:40 

Date: 2/17/201 0 Time: 13:41 

Hours: 0 Minutes: 1 

2) Estimated HAPs emissions: Acetonitrile -0.01 lbs., Benzene- 0.01 lbs., Xylenes- 0.00003 lbs., Hydrogen 
Cyanide- 0.01 lbs. 

3) What was the general cause of the bypass incident? 
High chamber temperature interlock during thermal oxidizer restart. 

4) What type of bypass occurred? {Check all that apply.) 

D Instrument nitrogen less than 60 psi 
D Instrument air less than 60 psi 
D Stack temperature less than 7oo•c 
D Chamber temperature greater than 1 03a•c 
D Stack temperature greater than 982•c 
D Loss of electrical power 
.o Other utility disruption [Describe below] 
D Fire eye lost sight of flame 
D Plant start-up 

o Plant shutdown 
o PHD data lost 
D Erratic Thermal Oxidizer temperature 
X Operator error 

. D Mechanical failure 
X Process upset 
D lnstnumenVcontrol parameters 
D Other [Describe below] 

5) What plant area or major equipment was affected (be specific)? 

Thermal Oxidizer. 

6) What is the root cause(s) of the bypass incident? 

The thermal oxidizer was not allowed the appropriate amount of time to stabilize itself during the introduction of feed 

from the base plant. This lead to high excess oxygen, causing a low blower output. The lack of fresh air being 

introduced into the chamber caused the temperature to elevate leading to the bypass. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

The reactor start up procedure was reviewed for accuracy. The start up plan outlined in the procedure was reviewed 

with the operations staff to ensure that proper start up procedures after bypass incidents are followed. An error was 

found in the ammonia recovery system procedure that was corrected. 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer. 

10) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The thenmal oxidizer was restarted and after 

temperature set points were achieved, feed was re-introduced back into the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes DNo* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 
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1\ Bvpass Period 

Date: 2127/2010 Time: 20:19 

8: ·ass ended.; llL ..................... · .. Date: 2/27/2010 Time: 20:22 

Hours: 0 Minutes: 3 

2) Estimated HAPs emissions: Acetonitrile -0.141bs., Benzene- 0.08 lbs., Xylenes- 0.000291bs., Hydrogen 
Cyanide- 0.14 lbs. · 

3) What was the general cause of the bypass incident? 
The supply pressure of the plant air for the thermal oxidizer went low causing a thermal oxidizer shutdown. 

4) What type of bypass occurred? (Check all that apply.) 

0 Instrument nitrogen less than 60 psi 0 Plant shutdown 
X Instrument air less than 60 psi 0 PHD data lost 
0 Stack temperature less than 700'C 0 Erratic Thermal Oxidizer temperature 
0 Chamber temperature greater than 1 038'C 0 Operator error 
0 Stack temperature greater than 982'C 0 Mechanical failure 
0 Loss of electrical power 0 Proces·s upset 
0 Other utility disruption [Describe below] 0 Instrument/control parameters 
0 Fire eye lost sight of flame 0 Other [Describe below] 
0 Plant start-up 

5) What plant area or major equipment was affected {be specific)? 

Themnal oxidizer. 

6) What is the root cause{s) of the bypass incident? 

Two other units were using high volumes of plant air at the same time causing the supply pressure to the thermal 

oxidizer to fall below the trip point. 
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7) How did you determine the root cause(s) of the bypass incident? 

PLC alarm log at the thermal oxidizer. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

An MOChas been written to bring the plant air pressure reading back to the DCS and install a low pressure alarm to 

provide response time in the event that this failure happens again. Additionally, the MOC is currently drafted to remove 

the low plant air interlock due to redundant systems. Without plant air, all process and gas valves would fail closed, 

causing a shutdown. 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer. 

10) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The thermal oxidizer was restarted and after 

temperature set points were achieved, feed was re-introduced back into the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes DNo* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 
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Date:3/12/2010 Time: 00:38 

Date: 3/12/2010 Time: 00:41 

Hours: 0 Minutes: 3 

:Acetonitrile -0.10 lbs., Benzene- 0.06 Xylenes- 0.00021 
Cyanide- 0.10 lbs. 

3) was the general cause 
Low excess oxygen concentration. 

4) What type of bypass 

o Instrument nitrogen Jess than 60 psi 
Instrument air less than 60 psi 

0 Stack temperature less than 700°C 
o Chamber temperature greater than 1038'C 
0 Stack temp-orature greater than 982'C 
0 Loss of electrical power 
0 Other utility disruption [Describe below] 
D Fire eye lost sight of flame 
D Plant start-up 

What plant area or major 

Thermal oxidizer. 

was (be 

D Plant shutdown 
o PHD data lost 
o Erratic Thermal Oxidizer temperature 
D Operator error 
0 Mechanical failure 
D Process upset 
X Instrument/control parameters 
D Other [Describe below] 

A surge of C02 from the 404 column entered the thermal oxidizer, causing the excess oxygen content to drop below 

the Interlock. The surge was caused from plugging in the overheads line of the 404 column. Once the line pluggage 

was cleared, the high pressure on the column vented off a high volume of C02 to the 403 column and on to the thermal 

oxidizer. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

Various ongoing efforts are underway to help eliminate multiple issues around the ammonia recovery system. These 

include replacement of the 401 bottoms pumps, more diligent cleaning schedules around the 403 column and the 

primary cooler. Piping modifications around the 403 bottoms are being considered to allow for an increased flow 

through the column which will provide a lower operating temperature and less C02 recycle. This will also provide for 

better ammonia absorption and a steadier thermal oxidizer temperature control. 

9) Who is responsible for completing the corrective action(s)? 

Plant 41 unit process engineer. 

1 0) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The thermal oxidizer was restarted and after 

temperature set points were achieved, feed was re-introduced back into the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes 0 No* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? NIA DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes X No 
If so, provide recommendations: 
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1) Bypass Period 

Date:3/31/2010 Time: 22:26 

Date: 3/31/201 0 Time: 22:28 

Hours: 0 Minutes: 2 

2) Estimated HAPs emissions: Acetonitrile -0.11 lbs., Benzene- 0.06 lbs., Xylenes- 0.00021 lbs., Hydrogen 
Cyanide- 0.10 lbs. 

3) What was the general cause of the bypass incident? 
Extemal power failure caused a plant shutdown. 

4) What type of bypass occurred? (Check all that apply.) 

0 Instrument nitrogen less than 60 psi 
0 Instrument air less than 60 psi 
0 Stack temperature less than 700"C 
0 Chamber temperature greater than 1 038"C 
0 Stack temperature greater than 982"C 
X Loss of electrical power 
0 Other utility disruption [Describe below] 
0 Fire eye lost sight of flame 
0 Plant start-up 

0 Plant shutdown 
0 PHD data lost 
0 Erratic Thermal Oxidizer temperature 
0 Operator error 
0 Mechanical failure 
0 Process upset 
0 Instrument/control parameters 
0 Other [Describe below] 

5) What plant area or major equipment was affected (be specific)? 

Thermal Oxidizer, Reactors 

6) What is the root cause(s) of the bypass incident? 

At 1 0:26 PM, I PL experienced 2 breaker operations in the 34kV system that serves the Vertellus plant. The loss of 

power at the plant site leads to pump failures and equipment shut downs. 
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7) How did you determine the root cause(s) of the bypass incident? 

The entire site lost electrical power. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

None, this was an external failure that could not have been prevented. 

9) Who is responsible for completing the corrective action(s)? 

N/A 

10) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The thermal oxidizer was restarted and after 

temperature set points were achieved, feed was re-introduced back into the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes ONo* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 
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Date:3!31/201 0 Time: 23:36 

Date: 3!31/2010 Time: 23:40 

Minutes: 2 

enes- lbs., 

was cause of the bypass incident? 
Upon restart of the thermal oxidizer after a plant wide power failure, the chamber temperature was greater than 1038'C 

causing a bypass. 

occurred? (Check all that apply.) 

0 Instrument nitrogen less than 60 psi 
0 Instrument air less than 60 psi 
0 Stack temperature less than 700'C 
X Chamber temperature greater than 1 038'C 
0 Stack temperature greater than 982'C 
o Loss of electrical power 
0 Other utility disruption [Describe below] 
0 Fire eye lost sight of flame 
o Plant start-up 

equipment was 

Thermal oxidizer, reactor A. 

6) What is the root cause(s) 

D Plant shutdown 
D PHD data lost 
o Erratic Thermal Oxidizer temperature 
D Operator error 
o Mechanical failure 
o Process upset 
D Instrument/control parameters 
o Other [Describe below] 

During the restart of reactor A, following a plant wide power failure, the chamber temperature reached its interlock 

value and shut down the thermal oxidizer. This was caused by insufficient air movement due to the elevated excess 

oxygen. The cause of the excess oxygen was insufficient combustion of organics coupled with low air flow causing a 

higher retention time. The operator did not introduce enough feed to the reactor to bring down the oxygen level so that 
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the air blower at the thermal oxidizer could aid in the transport of heat out of the chamber. 

7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

Details regarding the amount of feed to add during proper start up will be added to the reactor run sheet. Additional 

communication will be shared with the operations staff in regards to this bypass event. A code modification is being 

routed through an MOC to step changed the excess oxygen set point during start up activities to allow for greater air 

fiow and a lower retention time. 

9) Who is responsible for completing the corrective action(s}? 

Unit process engineer. 

10) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The thermal oxidizer was restarted and after 

temperature set points were achieved, feed was re-introduced back into the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes D No* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes X No 
If so, provide recommendations: 

/ 
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Hydrogen Cyanide-O.O?Ibs. 

3) What was the general cause 
Low excess oxygen concentration. 

4) What type of bypass 

Date: 41912010 

Date: 4/9/2010 

Hours: 

D Instrument nitrogen less than 60 psi 
o Instrument air less than 60 psi 
D Stack temperature less than 700°C 
D Chamber temperature greater than 1 038°C 
D Stack temperature greater than 982°C 
D Loss of electrical power 
D Other utility disruption [Describe below) 
o Fire eye lost sight of flame 
D Plant start-up 

5) What plant area or major equipment was 

Thermal oxidizer. 

apply.) 

Time: 09:14 

Time: 09:16 

Minutes: 2 

D Plant shutdown 
D PHD data lost 
D Erratic Thermal Oxidizer temperature 
D Operator error 
D Mechanical failure 
D Process upset 
X lnstrumentlcontrol parameters 
o Other [Describe below] 

(be specific)? 

A surge of C02 from the 404 column entered the thermal oxidizer, causing the excess oxygen content to drop below 

the interlock. The surge was caused from plugging in the overheads line of the 404 column. Once the line pluggage 

was cleared, the high pressure on the column vented off a high volume of C02 to the 403 column and on to the thermal 

oxidizer. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

The plant was shut down in order to address the root cause of the incident. The 404 column packing was pulled and 

cleaned. 

9) Who is responsible for completing the cornective action(s)? 

Unit Process Engineer. 

1 0) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes DNo* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 
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Go11Jplete tl:d!> form immecil;>teiy following any byp<l~§; ofthe Therrmrl Q)()cJizer. 

1) Bypass Period 

J;lypass began: Date: 515/2010 Time: 21:34 

Bjpass ended:. Date: 515/2010 Time: 21:37 

Bypass duration: ,.·. ·.· Hours: Minutes: 3 

·' . 

2) Estimated HAPs emissions: Acetonitrile-0.19 lbs., Benzene-D. 11 lbs., Xylene-0.00038 lbs., 

Hydrogen Cyanide-D. 18 lbs. 

3) What was the general cause of the bypass incident? 

High stack temperature caused the bypass event. 

·•····•··· ,','; ; 
. ' .. , 

~--~----------------=-~--~~----~~---------------------------
---~ 

4) What type of bypass occurred? (Check all that apply.) 

~ Instrument nitrogen less than 60 psi € Plant shutdown 
"' ~ Instrument air less than 60 psi € PHD data lost 
"' 
~ Stack temperature less than 700oC € Erratic Thermal Oxidizer temperature 
~ 

€ Chamber temperature greater than 1038oc € Operator error 

X Stack temperature greater than 1 032°C € Mechanical failure 

€ Loss of electrical power € Process upset 
€ Other utility disruption [Describe below] € Instrument/control parameters 

€ Fire eye lost sight of flame € Other [Describe below] 

€ Plant start-up 

5) What plant area or major equipment was affected (be specific)? 

Plant 41 thermal oxidizer, 401 column bottoms pump. 

6) What is the root cause(s) of the bypass incident? 

The 401 column west bottoms pump failed and could not be restarted in time to prevent the bypass incident When the 

404 column feed was lost (401 bottoms pump), this caused the 402 column to empty. Without 402 column bottoms 

flow, there is no sprays entering the 403 column and the top temperature began to rise rapidly. This temperature was 

carried onto the thermal oxidizer and caused the bypass. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis_ 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

The event occurred during a heavy rain faiL Once the system is switched to the east pump, the wiring on the west 

pump will be inspected_ 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer_ 

10) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors once the thermal oxidizer failed. The pump was restarted and once the 

ammonia recovery system and thermal oxidizer were running, the reactors were re-started. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes 0 No* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? NIA DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes X No 
If so, provide recommendations: 
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BYPASS INCIDENT REPORT 
Plant 41 

This report form applies to the following areas: 

.. Cyano Reactors and Ammonia Recovery System . . . 

Complete this form immediately following any bypass of the Thermal Oxidizer. 

1) Bypass Period 

Bypass began: Date: 6/14/2010 Time: 10:06 

Bypass ended: Date: 6/14/2010 Time: 10:10 

--.,. 

Bypass duration: Hours: Minutes: 4 

2) Estimated HAPs emissions: Acetonitrile-0.20 lbs., Benzene-0.121bs., Xylene-0.00040 lbs., 

Hydrogen Cyanide-0.191bs. 

3) What was the general cause of the bypass incident? 
Low instrument air pressure. 

4) What type of bypass occurred? (Check all that apply.) 

D Instrument nitrogen less than 60 psi D Plant shutdown 
X Instrument air less than 60 psi D PHD data lost 
D Stack temperature less than 700oC D Erratic Thermal Oxidizer temperature 
D Chamber temperature greater than 1 038oC D Operator error 
D Stack tern perature greater than 982oC D Mechanical failure 
D Loss of electrical power D Process Upset 
D Other utility disruption [Describe below] D Instrument/control parameters 
D Fire eye lost sight of flame D Other [Describe below] 
D Plant start-up 

5) What plant area or major equipment was affected (be specific)? 

Thermal oxidizer. 

6) What is the root cause(s) of the bypass incident? 

After completion of a plant shutdown, the orifices in the air purge lines were not put back in. When the plant restarted, 

the air pressure was running close to the interlock value of 60 psig. 

the pressure dropped below 60 psig. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis and equipment inspections. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

A central orifice will be installed in the main air line to the thermal oxidizer. 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer. 

1 0) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors and the plant was re-started once the thermal oxidizer was re-lit. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes D No* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A DYes D No 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 
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BYPASS INCIDENT REPORT 
Plant 41 

This report form applies to the following areas: 

·. 
Cyano Reactors and Ammonia Recovery System 

Complete this form immediately following any bypass of the Thermal Oxidizer. 

1) Bypass Period 

Bypass began: Date: 6/15/2010 Time: 6:39 

Bypass ended: Date: 6/15/2010 Time: 6:42 
. 

Bypass duration: Hours: Minutes: 3 
.· 

2) Estimated HAPs emissions: Acetonitrile-0.08 lbs., Benzene-0.05 lbs., Xylene-0.00017 lbs., 

Hydrogen Cyanide-0.08 lbs. 

3) What was the general cause of the bypass incident? 
High high level switch interlock from the 403 column knock out pot 

4) What type of bypass occurred? (Check all that apply.) 

0 Instrument nitrogen less than 60 psi 0 Plant shutdown 
0 Instrument air less than 60 psi 0 PHD data lost 
0 Stack temperature less than 700,C 0 Erratic Thermal Oxidizer temperature 

0 Chamber temperature greater than 1 038'C 0 Operator error 
0 Stack temperature greater than 982,C 0 Mechanical failure 
0 Loss of electrical power X Process upset 

D Other utility disruption [Describe below] D Instrument/control parameters 

D Fire eye lost sight of flame D Other [Describe below] 

D Plant start-up 

5) What plant area or major equipment was affected (be specific)? 

Thermal oxidizer. 

6) What is the root cause(s) of the bypass incident? 

During preparation for the 503 cooler cleaning, reactor rates were reduced and cooling was decreased to the reactors. 

Procedures were followed; however, the reactor temperatures began to rise, leading to an elevated 403 column top 

temperature. Coupled with this, the 403 column flooded. This caused circulation flow to stop through the columns, 

which led to even higher 403 top temperatures. With the excess of vapors entering the knock out pot and condensing, 
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the high high level switch interlock was activated. 

7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis and equipment inspections. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

Procedures were reviewed and the process data was also reviewed to ensure that decreasing the reactor feed was 

done correctly. The 403 column will be inspected upon the next unit shutdown to determine the root cause of the 

column flooding. 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer. 

1 0) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors and the plant was re-started once the thermal oxidizer was re-lit. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes D No* 
'If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 
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BYPASS INCIDENT REPORT 
Plant 41 

This report form applies to the following areas: 
. Cyano Reactors and Ammonia Recovery System . 

Complete this form immediately following any bypass of the Thermal Oxidizer. 

1) Bypass Period 

Bypass began: Date: 6/18/2010 Time: 23:12 

Bypass ended: Date: 6/18/2010 Time: 23:14 

Bypass duration: Hours: Minutes: 3 

2) Estimated HAPs emissions: Acetonitrile-0.11 lbs., Benzene-0.08 lbs., Xylene-0.00022 lbs., 

Hydrogen Cyanide-0.11 lbs. 

3) What was the general cause of the bypass incident? 

404 Column upset caused the stack temperature to reach the interlock value of 1 032°C. 

4) What type of bypass occurred? (Check all that apply.) 

0 Instrument nitrogen less than 60 psi 0 Plant shutdown 

0 Instrument air less than 60 psi 0 PHD data lost 
0 Stack temperature tess than 700"C 0 Erratic Thermal Oxidizer temperature 

0 Chamber temperature greater than 1038"C 0 Operator error 
X Stack temperature greater than 1 032'C 0 Mechanical failure 
0 Loss of electrical power X Process upset 

0 Other utility disruption [Describe below] 0 Instrument/control parameters 

0 Fire eye lost sight of flame 0 Other [Describe below] 

0 Plant start-up 

5) What plant area or major equipment was affected (be specific)? 

Thermal oxidizer. 

6) What is the root cause(s) of the bypass incident? 

The top pressure transmitter on the 404 column became plugged and gave a false reading. This caused the heat on 

the column to back off, leading to a low column pressure. Without significant pressure, the 404 column cannot feed the 

402 column and all circulation is lost in the ammonia recovery system. This lead to a high 403 top temperature and to 

the high stack temperature. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis and equipment inspections. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

The top pressure transmitter was found without insulation on it. During the last plant shut down, this transmitter was 

replaced and the insulation was never re-applied. A notification was entered tore-insulate the transmitter. This 

incident was communicated to maintenance along with the need to re-insulate instrumentation after maintenance work 

was stressed. 

9) Who is responsible for completing the corrective action(s)? 

Unit process engineer. 

1 0) What actions were taken to end the bypass incident and restore normal operation? 

Feed was removed from both reactors and the plant was re-started once the thermal oxidizer was re-lit. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes D No* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes 
If so, provide recommendations: 

Name: 
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.·BYPASS INCIDENT REPORT .. 
• .. · .. 

I Plant 41 

This report form applies to theJollowingareas: 

. ... · ... .· . ·.... . ·.· Cyano Reactors ahd AmmcmiaRecoveiy System . 

Complete this form immediately following any bypass ofthe Thermal Oxidizer. 

1) Bypass Period 

Bypass began: Date: 6/27/2010 Time: 20:02 

Bypass ended: Date: 6/27/2010 Time: 20:04 
.· 

-c 

Bypass.duration: Hours: Minutes: 2 
.. •.·. .·.. . ' 

.· 

2) Estimated HAPs emissions: Acetonitrile-0.12 lbs., Benzene-0.07 lbs., Xylene-0.00024 lbs., 

Hydrogen Cyanide-0.11 lbs. 

3) What was the general cause of the bypass incident? 
Power failure. 

4) What type of bypass occurred? (Check all that apply.) 

D Instrument nitrogen less than 60 psi D Plant shutdown 

D Instrument air less than 60 psi D PHD data lost 

D Stack temperature less than 700"C D Erratic Thermal Oxidizer temperature 

D Chamber temperature greater than 1 038"C D Operator error 

D Stack temperature greater than 982"C D Mechanical failure 
X Loss of electrical power D Process upset 
D Other utility disruption [Describe below] D Instrument/control parameters 

D Fire eye lost sight of flame D Other [Describe below] 

D Plant start-up 

5) What plant area or major equipment was affected (be specific)? 

Plant 41 thermal oxidizer, reactor A and reactor B. 

6) What is the root cause(s) of the bypass incident? 

The plant site experienced a brief power outage. This outage caused the fire eye to lose power, resulting in a shut 

down of the thermal oxidizer. 
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7) How did you determine the root cause(s) of the bypass incident? 

Know plant power outage and a review of the alarm screen on the PLC controlling the thermal oxidizer. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

None. External power failures cannot be controlled. 

9) Who is responsible for completing the corrective action(s)? 

N/A. 

1 0) What actions were taken to end the bypass incident and restore normal operation? 

The power failure cause the AC blower to fail, causing a loss of air to the reactors. Because of this, the operator 

removed feed from both reactors, ending the bypass event. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? X Yes D No* 
*If not, provide explanation: 

12) If the SSMP was not followed, was IDEM notified? N/A DYes DNo 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes X No 
If so, provide recommendations: 

Name: 

1/2266513.1 

Revision 0 
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BYPASS INCIDENT REPORT 
Plant41 

This report form applies to the following areas: 

: .. ·· .. .• . Cyano Reactors and Ammonia Recovery System . . . 

Complete this form immediately following any bypass of the Thermal Oxidizer. 

1) Bypass Period 

Bypass began: Date: 6/27/2010 Time: 20:05 

Bypass ended: Date: 6/27/2010 Time: 20:12 

~ 
-

Bypass duration: Hours: Minutes: 7 
. 

2) Estimated HAPs emissions: Acetonitrile-0.31 lbs., Benzene-0.181bs., Xylene-0.000621bs., 

Hydrogen Cyanide-0.30 lbs. 

3) What was the general cause of the bypass incident? 
Operator error. 

4) What type of bypass occurred? (Check all that apply.) 

0 Instrument nitrogen less than 60 psi 0 Plant shutdown 
0 Instrument air less than 60 psi 0 PHD data lost 
0 Stack temperature less than 700"C 0 Erratic Thermal Oxidizer temperature 

0 Chamber temperature greater than 1 038°C X Operator error 

0 Stack temperature greater than 982oC 0 Mechanical failure 

0 Loss of electrical power 0 Process upset 

0 Other utility disruption [Describe below] 0 Instrument/control parameters 

0 Fire eye lost sight of flame 0 Other [Describe below] 

0 Plant start-up 

5) What plant area or major equipment was affected (be specific)? 

Plant 41 thermal oxidizer, reactor A and reactor B. 

6) What is the root cause(s) of the bypass incident? 

After a brief power outage, the operator on shift performed rounds to ensure all pumps were running and then 

proceeded to check on the cooling towers. When he returned to the control room, he immediately re-started the 

reactors without noticing that the thermal oxidizer was in bypass. 
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7) How did you determine the root cause(s) of the bypass incident? 

Process trend analysis and conversation with the operator. 

8) What corrective action(s) has been or will be taken to address the root cause(s) of the bypass incident? 

A formal review of the incident will be completed by the supervisor and documented. An MOC was approved on 

07/01/2010 to add interlocks to the reactor feed valves that will not allow the reactors to be fed during a bypass event. 

This modification will require a unit shut down to implement. 

9) Who is responsible for completing the corrective action(s)? 

Plant 41 Operations Coordinator. 

1 0) What actions were taken to end the bypass incident and restore normal operation? 

Once the operator realized that the thermal oxidizer was not running, feed was immediately removed from the reactors. 

11) Was the Start-up, Shutdown, Malfunction Plan (SSMP) followed? DYes X No* 
*If not, provide explanation: 

The operator did not follow the process procedures, introducing feed to the reactors while the thermal oxidizer was shut 
down. 

12) If the SSMP was not followed, was IDEM notified? X Yes D No 

13) Are revisions to the SSMP needed to better address future bypass incidents? DYes X No 
If so, provide recommendations: 

Name: 
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